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Abstract

The blades in the first stage of the high pressure turbine experience a harsh thermal en-

vironment. The flows exiting the combustion chamber are at high temperatures exceeding

the melting point of the turbine blade material. In order to avoid the detrimental effect of

contact between hot gases and the blade surface, cooling measures are employed. Film cool-

ing is a strategy which consists of taking some bleed air from the compressor and supplying

it through discrete holes on the blade surface to form a protective layer. However, due to

the complex three-dimensional interactions between the coolant and the mainstream, it is

difficult to achieve desired cooling performance. Understanding of these mechanisms will

be useful in designing cooling schemes.

The goal of the present study is to investigate numerically the physics of the flow,

which occurs during the film cooling from inclined cylindrical holes. Large Eddy Simulation

(LES) is performed modeling a realistic film cooling configuration, which consists of a large

stagnation-type reservoir, feeding an array of film holes flowing into a flat plate turbulent

boundary layer. Special computational methodology is developed for this problem, involving

coupled simulations using multiple computational codes. A fully compressible LES code is

used in the area above the flat plate, while a low Mach number LES code is employed in the

plenum and film holes. The motivation for using different codes comes from the essential

difference in the nature of the flow in these different regions.

Flowfield is analyzed inside the plenum, film hole and a crossflow region. Flow inside

the plenum is mostly stagnating, except for the region close to the exit, where it accelerates

rapidly to turn into the hole. The sharp radius of turning at the trailing edge of the plenum–

pipe connection causes the flow to separate from the downstream wall of the film hole. To

conserve the total mass flux, an acceleration occurs upstream of the separation bubble,

causing the so-called “jetting effect”. The influence of these effects persists all the way

through the hole exit, creating exit velocity distribution with a gap in the center due to the

in-hole separation, contrary to the velocity profile of a developed pipe flow. By changing
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effective angle of inclination, the separation inside the film hole leads to decrease in cooling

effectiveness.

After coolant injection occurs, the complex flowfield is formed consisting of coherent

vortical structures. These are horseshoe vortices upstream of the jet, downstream spi-

ral separation node (DSSN) right after the jet injection and counter-rotating vortex pair

(CRVP) occupying the wake of the jet. All these strong coherent structures are responsible

for bringing hot crossflow fluid in contact with the walls of either the film hole or the blade,

thus reducing cooling protection.

Mean velocity and turbulent statistics are compared to experimental measurements and

good agreement is obtained. LES results are used to assess the applicability of basic as-

sumptions of conventional eddy viscosity turbulence models used with Reynolds-averaged

(RANS) approach. These models relate Reynolds stress tensor to the mean rate of strain

through a single coefficient, the eddy viscosity. It is shown here by calculating the ratio

between the shear stresses and the corresponding components of the rate of strain tensor,

that the distribution of eddy viscosities for different shear stress components is different:

xy component is the smallest, almost three times smaller than the other two components,

especially in the near-wall region. Different values for the thermal diffusivity as deduced

from the three components of the turbulent heat fluxes are also found, thermal diffusivity

in streamwise direction is about five times larger than in the other directions. Modeling the

Reynolds stresses with a single coefficient leads to erroneous RANS predictions: underpre-

diction of the magnitude of spanwise shear stresses (u′w′), underestimation of the lateral

growth and overestimation of the vertical penetration. In the current LES, u′w′ shear stress

is in a good agreement with experiments.

Film cooling performance is analyzed by looking at the distribution of mean tempera-

ture. Comparison of adiabatic film cooling effectiveness with experiments shows fair agree-

ment for the centerline and laterally-averaged effectiveness. Lateral distribution of effective-

ness is in especially good agreement, showing the correct prediction of the lateral growth of

the jet.
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ũ/Ũ∞; lower curve: vertical velocity ṽ/Ũ∞/
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Chapter 1

Introduction

1.1 Film Cooling Methodology

Gas turbine engine thermal efficiency and a power output are directly proportional to the

combustor exit temperature, as follows from the analysis of an idealized thermodynamic

cycle. Therefore, drive for increasing engine performance leads to pushing turbine inlet

temperatures up. As a consequence, these temperatures usually exceed the melting point of

a turbine blade material. To allow for such temperatures, cooling measures for the turbine

airfoils are necessary. Since 1960, the cooling methods have played an important role in gas

turbine engine design. Early on, simple convective cooling schemes were employed, which

used high-pressure bleed air from the compressor to circulate through internal convection

channels. In the 1970s, a new cooling strategy was introduced, where the bleed compressor

air is supplied from the internal convective passages onto the surface of the airfoil through

the film holes drilled in the surface material. This technology was given a name “film

cooling”, and nowadays it is used at all regions of the airfoils, particularly in the first and

second stages of the blade.

One of the major difficulties arising with the introduction of film-cooling is a potential

drop in jet engine efficiency due to the reduced amount of air available for generating thrust.

Therefore, the goal of a cooling scheme designer is to achieve the most effective thermal

protection for a given component with the minimum negative influence on the overall engine

performance. Thus, careful decisions should be made about the shape and the location of

cooling holes throughout the airfoil and amount of flow supplied through each hole. Ideally,

the basis for these decisions would be a certain knowledge of “cause-and-effect” relations

with respect to film cooling, i.e. a set of rules telling how the system is going to react

1
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to a change in one of its inputs. However, difficulty in obtaining such information arises

due to an extreme sensitivity of the problem to all the details of the exact geometrical

and physical conditions. Bogard & Thole (2006), in their recent review of film cooling,

try to classify numerous parameters affecting the film cooling performance in terms of the

significance of their effect. The result of their classification is shown in Table 1.1. In a

natural environment, all these factors act together determining the final performance. Even

in laboratory conditions, it is not easy to isolate an effect of each individual factor, since

changing one of them often leads to a change in another (for example, changing density

ratio will also change momentum flux ratio provided mass flux ratio stays the same etc.).

Moreover, even if one could determine an influence of each of the parameters individually,

the problem is not necessarily additive, that is several factors acting together might have a

different effect than a direct sum of individual effects. In other words, every combination

of the factors can potentially change the film cooling performance.

In a situation when it is yet impossible to obtain straightforward “directions” in de-

signing cooling schemes, a good understanding of the mechanisms involved in film cooling

process is desirable. When the cooling jet is injected into a crossflow, a highly complex

three-dimensional flow arises as a result of the jet-crossflow interaction. Coherent vortical

structures created during this interaction tend to lift the cooling jet from the surface, re-

ducing film cooling coverage. Understanding the physics of the cooling flow will help to

estimate a performance of a given cooling strategy based on the flow analysis and compare

different schemes with each other, even if exact answers are not yet possible to obtain. The

knowledge of the flow dynamics can also facilitate an invention of more efficient cooling

configurations. The goal of the present study is to obtain such a knowledge through an

accurate simulation of film cooling flowfield and detailed analysis of the flow structure.

A review of experimental and numerical investigations of film cooling problem published

in open literature is presented next.

1.2 Evaluation of Film Cooling Performance

An ultimate goal in gas turbine film cooling is to reduce the surface heat transfer, since it

is the excessive heat flux which is detrimental for the blade material. Heat flux is evaluated

as

q = h (Tref − Tw), (1.1)
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Coolant/mainstream Hole geometry Airfoil
conditions and configuration geometry

Mass flux ratio⋆ Shape of the hole⋆ Hole location
Momentum flux ratio⋆ Injection angle and Leading edge

compound angle Main body
of the coolant hole⋆ Blade tip

Endwall
Mainstream turbulence⋆ Spacing between Surface curvature⋆

holes, P/d
Coolant density ratio Length of the hole, L/d Surface roughness

Approach boundary layer Spacing between row
of holes and number

of rows
Mainstream Mach number
Unsteady mainstream flow

Rotation

Table 1.1: Factors affecting film-cooling performance (from Bogard & Thole (2006)). As-
terisk denotes the factors that have significant effect on film cooling performance

where h is the heat transfer coefficient, Tw is the wall temperature, and Tref is the reference

temperature. For estimating heat flux in the presence of film cooling, Tref should be the

local fluid temperature next to the airfoil surface. Since for an adiabatic surface, adiabatic

wall temperature Taw is the fluid temperature right above the surface, it is considered to

be an appropriate reference temperature for an evaluation of film cooling heat transfer.

Consequently, the heat flux with film cooling is written as

qfc = hfc (Taw − Tw), (1.2)

where the subscript “fc” refers to film cooling. Hence, one of the most important vari-

ables in predicting film cooling heat transfer is the adiabatic wall temperature, which is

representative of the fluid temperature just above the surface. Adiabatic wall temperature

is usually reported in experiments trough a non-dimensional parameter called film cooling

effectiveness defined as

η =
Taw − T∞

Tj − T∞

, (1.3)

where T∞ is the free-stream temperature and Tj is the temperature of a cooling jet. It is

necessary to evaluate adiabatic wall temperature in a non-dimensional form, so that the

laboratory results could be projected onto the real engine conditions.

Generally, when a cooling jet is injected into a crossflow, high levels of turbulence are
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generated in the shear layers and in the wake behind the jet. These high levels of turbulence

result in a higher mixing between the coolant jet and a crossflow, which, in turns, increase

the heat transfer coefficient. Therefore, heat transfer coefficient hfc in the presence of film-

cooling would be higher than the heat transfer coefficient h0 in the free boundary layer.

This effect should be taken into account while predicting surface heat flux in the presence

of film cooling.

To evaluate the ultimate benefit of a cooling scheme, the net reduction in heat flux ∆ qfc

to the airfoil surface should be estimated as

∆ qfc = 1 − qfc

q0
= 1 − hfc(Tw − Taw)

h0(Tw − T∞)
= 1 − hfc

h0

η

Θ
. (1.4)

The net heat flux reduction relates the heat transfer that would have occurred on the airfoil

with no film cooling, q0, to that with film cooling, qfc. Θ is the nondimensional temperature

defined as

Θ =
Tw − T∞

Tj − T∞

. (1.5)

Therefore, both film cooling effectiveness, η, and heat transfer coefficient with film-cooling,

hfc, are important for the estimation of an ultimate film cooling performance.

1.3 Experimental Studies

Since the bulk of experimental investigations of film cooling have been done with flat surface

test plates, this configuration will be implied by default, unless otherwise specified.

Velocity/blowing/momentum ratio is perhaps the most important parameter in film

cooling problem, since it determines the regime under which the cooling jet operates. These

three factors are combined together, since they are inherently interconnected. With increas-

ing blowing ratio the jet tends to separate from the surface, completely changing the cooling

pattern. Ramsey & Goldstein (1971) observed that as the blowing ratio increases, the CRVP

(counter-rotating vortex pair) begins to lift away from the wall, causing a gradual reduc-

tion in film cooling effectiveness. Kruse (1984) demonstrated that, depending on the flow

conditions, the jet may reattach, leading to an increase in effectiveness downstream. Thole

et al. (1992), who studied an influence of blowing ratio on a cooling from a row of inclined

holes, identified three distinct regimes: fully attached coolant jets (I < 0.4); coolant jets

that detached then reattached(0.4 < I < 0.8); and coolant jets that are fully detached

(I > 0.8). The effect of coolant separation on film effectiveness is presented in Sinha et al.
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(1991) by analyzing the distributions of centerline effectiveness ηc versus streamwise co-

ordinate x/d for different momentum ratios. For low momentum ratios (I < 0.3), when

the jet stays fully attached, ηc monotonically decreases with x/d. For detached–reattached

jets (0.3 < I < 0.7), ηc first decreases due to the lift-off of the core of the jet and then

increases again after the reattachment occurs. For completely detached jets (I > 0.7), fast

initial decay of ηc is accompanied by the low levels of effectiveness for an entire downstream

region. Baldauf et al. (2002) documents an effect of blowing ratio on the laterally-averaged

film-effectiveness η̄. For the attached jets, overall level of η̄ increases with B. However,

when B is increased beyond 0.6, indicating the start of detachment-reattachment regime,

the peak level of η̄, which occurs in the near field, decreases as a consequence of a jet lift-off.

However, η̄ values in the far field, beyond x/d = 20, continues to increase with B, since

the tendency of coolant jet separation to reduce η̄ is offset by the increase in η̄ caused

by raising coolant mass flow. Eventually the separation effects dominate, and for B > 1,

the level of η̄ decreases over the full length measured. This implies that optimal blowing

ratio exists, providing maximum cooling performance. In the configuration investigated by

Baldauf et al. (2002), this optimum occurs at about B = 0.6,

An issue of scaling of film cooling performance is of significant importance. Particu-

larly, the question is: does the blowing or momentum ratio provides the better scaling?

Abramovich (1963), compiling the results of numerous early studies, argues that the be-

havior of three-dimensional film cooling jet is correlated better using the momentum ratio,

I, rather than the blowing ratio, B. Thole et al. (1992) clarifies that it is the coolant jet

separation characteristics that scale with the momentum ratio, I, explaining it by the fact

that the dynamics of the force of the mainstream impacting on the coolant jet and causing it

to turn toward the wall is primarily a function of the momentum of the coolant jet relative

to the momentum of the mainstream. This is the same reason, why the jet trajectories

correlate with the momentum ratio, as studied by Margason (1968), Hasselbrink & Mun-

gal (2001), Muppidi & Mahesh (2005) and others. Sinha et al. (1991) and Ethridge et al.

(2001) report that film cooling performance is correlated with the blowing ratio when the

jet remains attached to the surface. This is because the blowing ratio scales the thermal

capacity of the coolant, since the convective transport of temperature is proportional to

ρUj . Once the jet detaches, the data are better correlated by the momentum ratio. This is

further confirmed by Baldauf et al. (2002), who finds that the η̄ curves collapse for different

regimes if plotted versus x/Bse for B ≤ 1 (I ≤ 0.57), when the jets do not significantly

separate from the surface. Here se = Ahole/P is a characteristic width of the hole. As
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the blowing ratio is raised to B > 1 (I > 0.57), resulting in the jet detachment, there is

a continual decrease in η̄ with increasing B when plotted versus x/Bse, showing that the

scaling with the blowing ratio is no longer valid.

Another important parameter effecting film cooling performance, as seen in table 1.1,

is an injection angle. An intuitive argument would suggest that the smaller an injection

angle α, the more effective the cooling scheme, since shallower angles provide lower jet

trajectories. However, this intuitive argument is not valid. Ramsey & Goldstein (1971)

compared the performance of inclined at 35◦ and normal injection holes and reported that

under the same coolant/mainstream conditions the inclined jet exhibited less penetration

and less spreading in vertical and lateral directions. This indicates that shallower angles

provide less lateral mixing than steeper injection angles. Foster & Lampard (1980) also

tested hole injection angles of 35◦ and 90◦ and observed slightly decreased film effectiveness

for the 90◦ holes at B = 0.5. However, improved performance was found for the 90◦

holes for a high blowing ratio B = 1.4, when the jet lifts off the cooled surface. These

authors argue that although holes with normal injection produce higher trajectory, they

also generate a higher degree of spanwise mixing, allowing the jets to coalesce and reattach

to the surface sooner than shallower injection holes. This effect becomes more apparent at

higher blowing ratios when the film cooling jet completely lifts off the surface. Baldauf et al.

(2002) found similar results comparing 30◦, 60◦ and 90◦ injection holes. Goldstein & Stone

(1997) investigated an effect of hole inclination on concave and convex surfaces, and looked

at 15◦, 25◦ and 45◦ angles. They concluded that for very low blowing ratios, B < 0.3, the

resulting film effectiveness is primarily determined by mainstream parameters and is not

sensitive to the hole inclination. For intermediate blowing ratios, jets with shallower angles

perform better, since they possess lower trajectories and therefore delay the jet lift-off. For

high blowing ratios, steeper injection holes result in better effectiveness due to increased

mixing, confirming the results of Foster & Lampard (1980).

Hole length to diameter ratio (L/d) has an effect on the flow development inside the

film hole. Burd & Simon (1997) measured film effectiveness and mean centerline velocity

for an injection with L/2 = 2.3 and L/d = 7 inclined holes. This work was supplemented by

an additional measurements of discharge coefficients by Burd & Simon (1999). Their data

suggest that the separation bubble is formed at the film hole walls close to the entrance to

the film hole. With the short holes, this leads to an increase of the effective angle of the

inclination (α). This was attributed to jetting of coolant flow on the upstream edge of the

film cooling hole. Longer holes alleviate this effect, resulting in more developed exit flow.
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This effect is strengthened with the blowing ratio. As a result, longer holes generally lead

to better cooling effectiveness than the shorter holes. Lutum & Johnson (1999) refined this

study, examining hole lengths that ranged from L/d = 1.75 to L/d = 18.0. Data from this

repost also indicated an improvement in film cooling performance as the hole is lengthened,

given the flow conditions used. The rise in effectiveness is particularly sensitive to hole

lengths in the range 0 ≤ L/d ≤ 5.0.

Although not listed in Table 1.1, supply plenum conditions play an important role in

the overall development of the coolant flow. Wittig et al. (1996) and Hale et al. (2000)

investigated an effect of the flow direction in a narrow plenum (H/d ∼ 2), combined with

an injection from short holes (0.66 < L/d < 3), both perpendicular and inclined at 35◦, on

film cooling effectiveness. They compared the co-flowing and counter-flowing plenum with

the short hole injection (0.66 < L/d < 3) for both perpendicular and inclined at 35◦ holes.

They found that effect of plenum conditions is larger for the shorter holes. The behavior

with respect to the flow direction was different for the perpendicular and inclined holes.

Counter-flowing plenum was superior for perpendicular holes; however, co-flowing plenum

showed better cooling effectiveness for inclined holes.

Peterson & Plesniak (2002, 2004) furthered this study, trying to explain why the counter-

flowing plenum produces better results than the co-flowing plenum for the perpendicular

holes. They performed hydrodynamic measurements and looked on the flow inside the

plenum, g=film hole and above the test surface for the perpendicular injection with L/d =

0.66. They discovered that the in-plenum and in-hole vortices with the different sign of

rotation are produced depending on the flow direction. For the co-flowing plenum, the

vortices rotated in the same direction as CRVP above the test surface, which led to CRVP

enhancement and higher jet trajectory with less lateral spreading, leading to decrease in

cooling effectiveness. For the counter-flowing plenum, the sense of the rotation for in-

hole and in-plenum vortices was the opposite, resulting in large cooling effectiveness. For

the inclined holes, the worse performance of co-flowing plenum is attributed to a larger

amount of separation in the hole entrance resulting in larger effective inclination angle,

as previously discussed. Complimentary measurements of discharge coefficients presented

by Gritsch et al. (2001), Bunker & Bailey (2001), Hay et al. (1985) combined the effects

of cooling hole inlet crossflow and hole inclination. Data from these studies confirm the

conclusion than interaction of inlet crossflow and hole inclinations has a significant effect

on coolant flow.

An important issue in the supply plenum conditions is an existence of the sharp corner
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between the plenum and the film hole. Johnston et al. (2002) compared the turbulence

field produced by pitched (α = 30◦) and skewed (β = 60◦) jets originating from the plenum

having both sharp and smooth corner. They found that the turbulence levels (TL) were

almost three times larger in the near filed (x/d ≤ 5) for the sharp corner; however, this

turbulence decayed fast, showing identical TL levels for both cases in the far field (x/d > 10).

It was argued that increased levels of turbulence in the near field come from the film hole,

where the flow separation and the shearing between the slow-moving flow and the “jetting”

region produced high levels of turbulence. In terms of film cooling, an elevated levels of

turbulence are non-desirable, since they increase the mixing between jet and crossflow and

heat transfer coefficient.

1.3.1 Computational Studies

Integral Models

The first detailed calculation procedures applied to predict the behavior of jets in cross-flow

were integral models. In these models, integral equations are derived either by considering

a balance of forces acting over an elementary control volume of the jet or by integrating

three-dimensional Navier-Stokes equations in two spatial dimensions. The effect of pressure

drag, entrainment of cross-stream fluid and spreading rates are taken into account by way

of empirical relations. As a result, a set of ordinary differential equations is obtained,

which is solved either numerically or analytically involving simplifying ad-hoc assumptions.

Abramovich (1963) developed analytical model for predicting the trajectory of a jet in

a crossflow by assuming that the momentum of the jet in the direction normal to the

crossflow was preserved and that the pressure difference across the jet was balanced by the

centrifugal force due to its curvature. The model involved approximating the kidney-shaped

cross-section of the jet with an ellipse in order to derive an equation for the trajectory of

the jet. Fan (1967) developed an integral model incorporating the effects of drag forces

and entrainment for a buoyant jet in crossflow. Ziegler & Wooler (1973) and Grivés (1978)

proposed a set of closed form equations for the CRVP spacing and strength based on the

theoretical assumptions about the jet trajectory and mixing. Subramanya & Porey (1984)

suggested a similar model, but for blowing ratios closer to film cooling operating conditions.

Kim et al. (1985) reported an analytical mixing model for a buoyant jet injected into the

pipe based on fitting experimental data. Accomplishments of this model are an inclusion

of injection angle and use of the applicable range of blowing ratios. In addition, a switch

was implemented changing the physics of the model from the turbulent-diffusion dominated
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mixing processes for weak jets to inviscid dynamics mechanisms for strong jets. Karagozian

(1986) proposed an analytical model for the vorticity in a transverse jet, approximating

CRVP by locally two-dimensional Rankine vortex and using viscosity to account for the

vortex separation. Clearly, all these models involve some simplifying assumptions, which

suffer from lack of generality. The next step towards more accurate numerical prediction is

to turn to full three-dimensional Navier-Stokes equations.

Algebraic Turbulence Models

The most popular approach in simulating turbulent flows of engineering interest is to solve

Reynolds Averaged Navier Stokes (RANS) equations, employing the closure models for un-

closed Reynolds stresses. RANS simulations capture only the time-averaged flow variables

and thus use relatively coarse meshes, allowing short turnaround time for obtaining numer-

ical solution. The simplest form of the turbulence model is based on the Boussinesq eddy

viscosity assumption, where the turbulent stresses are represented as

−ρ u′
i u

′
j = −2

3
ρ k δij + 2µt(S̄ij −

1

3
δijS̄kk), (1.6)

where k is the turbulent kinetic energy, S̄i j is the mean rate of strain and µt is the eddy

viscosity. First attempt to use RANS equations with a closure model to predict the jet-

in-crossflow behavior was that of Chien & Schetz (1975) with a constant eddy viscocity

assumption. The most commonly used algebraic model for an eddy viscosity, however, is

that of Baldwin & Lomax (1978), where eddy diffusivity is expressed in terms of mixing

length in both the inner and outer layers. In a series of papers, Garg & Gaugler (1995),

Garg & Gaugler (1997b),Garg & Gaugler (1997a) used the Baldwin-Lomax model to obtain

predictions of flow and heat transfer over a film-cooled C3X vane. They obtained qualita-

tively good agreement with experimental data, but significant differences were noted in the

vicinity of the film cooling injection rows and in the leading edge regions. Apparently, due

to strong pressure gradients and separation in the immediate vicinity of injection, algebraic

models provide bad approximation for film cooling flows. Also, in the leading edge region,

there is a stagnation point anomaly, which is hard to predict with algebraic turbulence

models.
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Two-Equation Turbulence Models

Two-equation turbulence models have been widely used for numerical simulation of film

cooling flows. However, following these simulations, a general conclusion is that while

two equation models provide improved predictions with respect to algebraic models, they

are unable to represent the near field accurately. The lateral spreading and mixing of

film-cooling jet is under-predicted by two-equation turbulence models, while the vertical

penetration is over-predicted (Berhe & Patankar (1996), Lakehal et al. (1998), York &

Leylek (1999), Hoda & Acharya (2000), Acharya et al. (2001)). Acharya et al. (2001)

compared seven different turbulent models for a case study of a jet injected from the square

hole corresponding to the experimental setup of Ajersch et al. (1995). The authors found

that all the models significantly underpredicted the spanwise shear stress u′w′ responsible for

spanwise mixing and a lateral growth; representative u′w′ profiles together with the spanwise

velocity w/Uj and turbulent kinetic energy obtained with different two-equation models

at several downstream locations documented in the paper of Acharya et al. (2001), are

reproduced here in figure 1.1. The reason for this disagreement lies in intrinsic assumption

of two-equation turbulence models. As in algebraic models, the same equation (1.6) is

used to model turbulent stresses. The only difference between two-equation and algebraic

models is that the eddy viscosity is not approximated with an ad-hoc formula, but obtained

from a kinetic energy and a dissipation rate (or some other related quantities depending

on the model), for which additional equations are derived and solved. In equation (1.6), a

single coefficient (eddy viscosity) relates the Reynolds stress tensor and a mean rate of strain

tensor, essentially assuming that the principal axes of these two tensors are aligned. Such an

assumption has been experimentally and numerically shown to be inaccurate for film cooling

flows. Wang et al. (1996) and Kaszeta & Simon (2000) estimated different components of

eddy viscosity in their experiments (dividing shear stresses by the corresponding components

of the strain rate) and verified the anisotropy of the eddy viscosity downstream of the hole.

In fact, the lateral eddy viscosity (xz component) was found to be significantly larger

near the wall than the vertical eddy viscosity (xy component). Since turbulence models

are specifically tuned to correctly predict xy shear stress, they are expected to model xy

eddy viscosity correctly. However, because of the isotropy of the model, xz eddy viscosity

and therefore lateral stress u′w′ will be underestimated. Anisotropy corrections have been

proposed, for example, by Bergeles et al. (1978), who suggested a linear relationship to

model an anisotropy of the eddy viscosity for very low blowing ratios B < 0.1. However,

these corrections are much simpler than the actual flow anisotropies and do not lead to an
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Figure 1.1: (a) Spanwise velocity, w/Uj (top figure) (b) turbulence kinetic energy, (middle
figure) and (c) transverse shear stress (u′w′) along z/d = −0.5. Lines, RANS simulations
with different two-equation models; symbols, experiments of Ajersch et al. (1995). Adopted
from the paper of Acharya et al. (2001).

improved prediction in the hole vicinity (the prediction does improve further downstream, as

the flow recovers to a standard turbulent boundary layer, see Ajersch et al. (1995)). With

the intent of improving the results, Acharya et al. (2001) implemented Reynolds-Stress

Transport Model (RSTM), where each component of Reynolds stresses is solved for, and,

therefore, turbulence anisitropy can be represented. However, RSTM results did not show

any significant improvement over two-equation models and, in fact, demonstrated poorer

agreement for the kinetic energy. Perhaps, not only anisotropy, but also inability of RANS

simulations to capture the effects of large scale unsteadiness in the near field contributes to

the lack of agreement. In terms of film cooling performance, the described deficiencies of

two-equation turbulence models lead to an overpediction of a centerline cooling effectiveness

due to inability to resolve the jet separation and narrower lateral distribution of effectiveness

due to an underestimation of spanwise mixing (Leylek & Zerkle (1994); Walters & Leylek

(1997)). These two trends cancel each other leading to a good agreement in laterally-

averaged effectivness for the wrong reasons.
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DES, LES and DNS Studies

Further improvement beyond RANS simulations in terms of accurate representation of

turbulence is Detached Eddy Simulations (DES) technique. DES is a hybrid technique

first proposed by Spalart et al. (1997) as a numerically feasible and plausibly accurate

approach for predicting massively separated flows (see also Spalart (2000)). In DES, the

aim is to combine the most favorable aspects of RANS and LES, namely, application of

RANS models for predicting the attached boundary layers and LES for resolution of time-

dependent, three dimensional large eddies. In natural applications of the method, an entire

boundary layer is treated by RANS and with an LES treatment of separated regions. This

is accomplished by employing one-equation Spalart-Allmaras model (Spalart & Allmaras

(1994)) and modifying a lengthscale in eddy viscosity destruction term to be the minimum

of the distance to the closest wall and a lengthscale proportional to the local grid spacing,

i.e. d̃ = min(d,CDES ∆). This ensures that RANS treatment is retained near the solid

walls, where d << ∆; while away from the walls, where ∆ << d, the subgrid model is

obtained (see Squires (2005), Strelets (2001) for more detailed description). Kapadia &

Roy (2003) performed DES of a film cooling flow from inclined cylindrical hole supplied by

a large plenum, simulating experimental setup of Sinha et al. (1991), with 2.1×106 cells. No

turbulence statistics were presented. However, the authors reported higher centerline and

lower spanwise averaged effectiveness in the far field than experimental data of Sinha et al.

(1991). To the contrary, centerline effectiveness was underpredicted in the near field. In

addition, the problem with too little spanwise diffusion still persisted in DES. These findings

probably suggest the necessity of treating all regions of the flow, and not just the immediate

vicinity of the hole trailing edge, with LES, since large scale unsteady three-dimensional

structures persist beyond the separated region just downstream of the jet injection.

Direct Numerical Simulations (DNS) resolve all the relevant flow scales, so that no

modeling is required. DNS studies of jets in crossflow start with the simulations of Hahn

& Choi (1997) for a slot injection into a laminar crossflow and normal circular jet injection

into a turbulent crossflow. For the circular jet injection case, 14.6 × 106 grid points were

used. Due to limitations of computational resources, jet Reynolds number was 1750, much

lower than in comparable experiments. A parabolic profile was imposed at the injection

location with a blowing ratio of B = 0.5. Muldoon & Acharya (1999) presented direct

numerical simulations of a rectangular coolant jet injected normally into crossflow on a

128 × 128 × 64 grid that mirrored an experimental setup of Ajersch et al. (1995). Tyagi &

Acharya (1999c,a,b, 2000) repeated the same calculations using LES, studying the influence
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of various parameters on the flow physics. Much better prediction of transverse shear stress

was obtained with LES and DNS than with RANS turbulence models (see Acharya et al.

(2001)). Yuan et al. (1999) examined the trajectory and entrainment characteristics of a

round jet in a laminar crossflow for Reynolds numbers of 1,050 and 2,100 using LES with

1.34 × 106 grid points. Their comparison with experimental data for the mean velocity

magnitude and r.m.s. fluctuations showed good agreement in the immediate vicinity of

the jet injection, degradation in the jet wake and improvement further downstream. Tyagi

& Acharya (2003) performed LES of film cooling flow from an inclined cylindrical hole

using an incompressible flow solver with the passive scalar tracking and obtained fairly

good comparison with experiments for the mean flowfield. A link between surface adiabatic

effectiveness and a dynamics of unsteady coherent hairpin structures has been proposed. Liu

& Pletcher (2005) performed LES of a similar configuration, but using a compressible code

and studying high density ratios. Good comparison of centerline adiabatic effectiveness

with the measurements of Schmidt et al. (1996) was documented, except for the lower

value of effectivness right after the jet injection. Rozati & Tafti (2006) recently presented

preliminary results on LES of leading edge film cooling from an inclined cylindrical holes.

1.4 Overview and Accomplishments

The primary goal of the present study is to perform accurate numerical simulation of a

realistic film cooling configuration to achieve better understanding of the physics of the

problem and to highlight important features of the flow, which might be useful in subsequent

numerical studies and cooling schemes design. The following is the list of accomplishments

of the present study:

• Special computational methodology is developed coupling compressible and low Mach

number codes into a single time-accurate solver through an exchange of unsteady

interface conditions using an overlapping grid technique.

• The coupling methodology is thoroughly tested on steady and unsteady laminar prob-

lems. Stability of the proposed interface conditions is verified and accuracy of the

coupled solution is confirmed.

• The problem of laminar jet in a laminar crossflow is simulated as a model problem

for film cooling type interactions. Good agreement with DNS studies (Muppidi &

Mahesh (2005)) is obtained.
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• A new insight on the coherent vortical systems for low velocity ratio jet in crossflow

(JCF) is developed. Existence of two layers of hairpin vortical structures is docu-

mented and the mechanism of its formation is proposed.

• Auxiliary LES of turbulent boundary layer using the recycling-rescaling technique of

Lund et al. (1998) is performed. A new compressibility correction suited for weekly-

compressible flows is proposed. The problem of a drift in boundary layer thickness

during long time integration is identified and a fix is suggested by applying the rescal-

ing and recycling procedure only within the boundary layer, and not above its edge.

Good agreement with other simulations and experiments is obtained for mean ve-

locity and turbulent stresses. These calculations serve the purpose to provide inflow

boundary conditions for film cooling simulations.

• Large Eddy Simulations of realistic film cooling configuration matching experiments

of Pietrzyk et al. (1989) is performed. It includes large stagnation-type plenum, array

of inclined film holes and a flat test surface. To the authors’ knowledge, it is the first

LES of film cooling published in the open literature which incorporates the plenum

into the model.

• The flowfield inside the plenum, film hole and above the test surface is analyzed. The

separation inside the film hole is revealed and the way it influences jet exit velocity

distribution is documented. It confirms the importance of including the plenum into

the simulations.

• Flow above the test surface is visualized by looking at three-dimensional streamline

pattern. Coherent structures are revealed, such as horseshoe vortices, DSSN vortex

and CRVP.

• Velocity field above the surface is related to the three-dimensional vortical systems

and compared with experiments. Agreement with experimental data is very good.

• Turbulence normal and shear stresses above the surface are compared with experi-

mental data. Reasonable agreement is obtained.

• Different components of eddy viscosity are calculated by dividing the shear stresses by

the corresponding components of the rate of strain tensor. xy component is generally

the smallest, almost three times smaller than the other two components, especially

in the near-wall region. Different components of thermal diffusivity are also assessed.
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Diffusivity in streamwise direction is five times larger than in vertical and spanwise

directions.

• Superiority of LES versus RANS approach is confirmed for JCF flows, since an as-

sumption of isotropic eddy viscosity and thermal diffusivity used in RANS turbulence

models is not justified. This assumption leads to under-prediction of spanwise shear

stress component and lateral spreading of the jet by RANS, which is not observed in

the current LES.

• Film cooling performance is analyzed by looking at mean normalized temperature and

adiabatic cooling effectiveness. The negative influence of JCF coherent structures on

film cooling performance is demonstrated, showing the mechanism by which they

bring hot crossflow fluid towards the wall. Comparison of the centerline and laterally-

averaged effectiveness with experiments is fair. Lateral distribution shows very good

agreement.



Chapter 2

Numerical Methodology

2.1 Introduction

A simplified schematic representation of film cooling geometry is shown in figure 2.1. It

consists of the turbine blade, plenum and an array of film cooling holes. In real engine

components film cooling holes are supplied by serpentine passage that winds through the

blade. However, in most of film cooling experiments plenum is approximated by a very large

reservoir feeding the film holes. Figure 2.1 assumes such a reservoir; note that the relative

scale between cooling holes and a plenum is not accurately reproduced in this schematic

representation.

For numerical simulations of film cooling flow one can pursue three different strategies.

As a simplest approximation, no-slip boundary conditions on the surface of the turbine

blade can be modified to account for the supply of the cooling flux. However, due to the

large number of parameters which influence the exit conditions for the film cooling flow, it

is impossible to obtain a reasonable degree of accuracy with such an approach. The next

step is to extend the numerical domain a little further to include the film cooling hole.

Then the cooling flow naturally develops as it exits the hole and the necessity for ad-hoc

boundary conditions at the turbine blade surface is removed. However, the question then

arises about the boundary conditions to use at the inflow of the cooling hole. Usually fully

developed turbulent pipe profile is specified at the entrance to the hole and unrealistically

long delivery tubes are modeled. Example of such an approach is LES of discrete-hole film

cooling by Liu & Pletcher (2005) who used L/d ∼ 8. Typical film cooling hole length in

real turbine engines is L/d ∼ 3.5 or even smaller. Measurements of the cooling flow inside

short film holes reveal that it is very far from the fully-developed pipe flow. In fact, the flow

16
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inside the hole exhibits rather complex behavior, featuring boundary layer separation at the

downstream wall and the non-symmetric distribution of momentum across the cross-section.

The details of the flowfield inside the hole and, in turn, resulting film cooling effectiveness

distribution depend greatly on the geometry and flow conditions inside the supply plenum.

Therefore, it is necessary to incorporate the effect of the plenum on the film cooling flow for

an accurate numerical prediction of the overall flowfield. Tyagi & Acharya (2003) in their

LES of film cooling flow from an inclined jet try to account for the presence of the plenum.

They do it in two different ways. For the short delivery tube L/d = 1.75 they assume

large stagnation-type plenum fed by air streams flowing parallel to the main crossflow. To

simulate long tube L/d = 6 they maintain L/d = 1.75 in LES and provide mean velocities

at the tube inlet obtained from a separate RANS calculation where a 6d long delivery

tube fed by a large cylindrical plenum is modeled. Turbulent velocity fluctuations are

added generated with a Gaussian random number generator. As for the first approach, it

was shown in experimental studies that the flow in the plenum is rather complex when it

approaches the cooling hole inlet. The strong coupling between the flow in the plenum and

the hole exists, making it difficult to assume some exit plenum boundary conditions without

the knowledge of the overall plenum-hole flowfield. With respect to the second approach,

RANS simulations of Leylek & Zerkle (1994) show that due to the separation and jetting

effect turbulence inside the hole is quite anisotropic and it is not accurate to approximate it

by specifying random fluctuations. The conclusion follows that due to the strong coupling

between the flow in the plenum, film cooling hole and the flow above the blade surface it

is desirable to include all these regions into the numerical simulation. This is the approach

we are going to follow. There were many RANS and one DES study that used exact film

cooling geometry with different degrees of success. However, the current effort is the first

LES known to the authors which attempts an accurate representation of all these three

regions in the simulations.

The choice of numerical method is dictated by the essence of the flow physics in each

of these three different regions. One of the important parameters to consider is the effect

of compressibility. Typical distribution of Mach number for the flow above the realistic

turbine blade is shown in figure 2.2 for the inlet Mach number of 0.340 (courtesy of Kodzwa

(2005)). It is seen that Mach number varies along the blade reaching the value as high as

1.4. The most harsh thermal conditions for the turbine blade exists, however, at the leading

edge, since it is the leading edge which is in the immediate contact with gases just exiting

the combustion chamber. And although the overall surface of the blade needs to be cooled,
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Figure 2.1: Simplified schematic representation of film cooling geometry.

Figure 2.2: Typical Mach number distribution for the flow around the turbine blade, inlet
Mach number M ≈ 0.340 (courtesy of Kodzwa (2005)).
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the leading edge region requires the most intensive cooling measures and most inventive

cooling design strategies. The present computational approach has been developed with

the ultimate goal of studying the leading edge film cooling. In the vicinity of the leading

edge the flow is usually in a subsonic regime, with Mach numbers reaching the value of 0.5

or so. So, compressible effects are important in the region above the turbine blade, and the

use of fully compressible Navier-Stokes equations is necessary. For LES of the flow in the

vicinity of the leading edge shock-capturing capabilities are not necessary and high-order

central-difference method can be employed, like the one used by Xiong (2004) to study

effects of free-stream turbulence on the leading edge heat transfer.

Intuitively, compressible effects should not be important inside the film cooling hole.

Given the Mach number M∞ for the approaching mainstream, it is possible to estimate the

Mach number Mj for the coolant jet knowing the two basic parameters defining the film

cooling regime:

i) density ratio DR =
ρj

ρ∞
, and

ii) blowing ratio B =
ρjUj

ρ∞U∞

.

Since

M =
U

c
=

U√
γRT

, (2.1)

it follows that

Mj

M∞

=
Uj

U∞

/

√
Tj

T∞

=
Uj

U∞

√
ρj

ρ∞
=

ρjUj

ρ∞U∞

/

√
ρj

ρ∞
= B/

√
DR. (2.2)

Values for blowing ratio B in real gas turbine engines range from 0 to 5 depending on

the geometry and flow conditions (Kodzwa (2005)). Although the typical value of B is

about 1 (Eaton (2006)), in the present work we are looking at the low range of the blowing

ratios, B ∼ 0.5. Density ratio DR depends on the temperatures of the coolant and the

mainstream. The mainstream has an absolute total temperature in excess of 1500K, usually

in 1500 ÷ 1800K range. The coolant flow has an absolute temperature of about 800K

(Kodzwa (2005)). It gives the minimum value for DRmin ∼ 2. However, with the modern

tendency to increase jet engine performance and drive turbine inlet temperatures as high

as possible, the density ratio is only expected to rise. Using B = 0.5 and DR > 2 gives the

Mach number ratio Mj/M∞ < 0.4. For M∞ ∼ 0.1 ÷ 0.5, the Mach number for the coolant

jet is Mj ∼ 0.04 ÷ 0.2. Clearly, for these particular flow conditions, compressibility effects
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Mainstream Film hole Plenum

0.1 ÷ 0.5 0.04 ÷ 0.2 10−4

Table 2.1: Mach number estimations for film cooling geometry components.

are not important in the film cooling hole. And therefore there is no need to solve fully-

compressible Naiver-Stokes equations inside the hole. If we consider the delivery plenum and

try to estimate Mach number for the flow inside the plenum, we should take into account that

supply plenum is usually approximated by a very large reservoir in film cooling experiments,

and therefore in numerical simulations which try to match these experiments. Typical width

of such a reservoir Wplenum is about 20 film hole diameters. Since the temperature of the

coolant in the plenum and the film hole is the same, Mach number ratio Mplenum/Mj is equal

to the velocity ratio Uplenum/Uj (equation (2.1)), which is in turn inversely proportional to

the area ratio Aplenum/Aj :

Mplenum

Mj
=

Uplenum

Uj
=

Aj

Aplenum
∼ 1

(Wplenum/d)2
∼ 1

400
. (2.3)

In other words, due to the stagnating nature of the flow inside the plenum, Mach number

in the plenum is 400 times smaller than Mach number inside the film hole (giving the

value of Mplenum ∼ 10−4) except for the regions very close to the plenum exit, where the

flow accelerates rapidly due to the sharp change in cross-sectional area. Mach number

estimations for all three components of film cooling geometry are summarized in Table 2.1.

The very low value of Mach number inside the plenum has certain numerical impli-

cations, which can be explained in terms of the wave speed disparity (Müller (1999)). If

compressible equations are used in the regions with vanishing Mach number, the ratio of

the acoustic wave speed u + c to the entropy wave speed u is

u + c

u
= 1 +

1

M
→ ∞ for M → 0, (2.4)

For an explicit time integration the time step ∆t is limited by a stability condition

∆t ≤ σ
∆x

|u| + c
→ 0 for M → 0, (2.5)

where σ = O(1) is CFL number. For implicit time-advancement the ratio of the largest and
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smallest moduli of the eigenvalues of the Jacobian matrix corresponding to the wave speed

ratio (equation (2.4)) is infinite, and so the matrix becomes ill-conditioned for M → 0.

It results in large factorization errors and lack of correct asymptotic behavior as the Mach

number approaches zero (Turkel et al. (1994)). To remedy the situation, preconditioning can

be used which changes the eigenvalues of the system of compressible flow equations in order

to remove the large disparity of wave speeds. A large class of time-derivative preconditioners,

when time derivatives are multiplied by a matrix that slows the speed of the acoustic

waves toward the fluid speed, have been developed. The steady problems were considered

by Turkel (1987), Strelets (2001), Van Leer et al. (1991), time-derivative preconditioners

for steady-state problems is given by Turkel (1999). Several investigators have also used

preconditioning for time-accurate flows (Guerra & Gustaffson (1986), Gustaffson (1987),

Gustaffson & Stoor (1991), Pletcher & Chen (1993), Dailery & Pletcher (1996), Weiss

& Smith (1994), Venkateswaran & Merkle (1995)). However, efficient preconditioners for

unsteady Navier-Stokes equations, especially with an application to high-Reynolds number

turbulent flows are still a subject of on-going research.

An alternative approach to using a single code is to develop a hybrid multi-code ca-

pability. With such an approach, each component of geometry, i.e. plenum, film cooling

holes and the region exterior to the blade surface in figure 2.1, is treated with its own

numerical code best suited for simulating this component individually. Different numerical

codes are combined together by unsteady coupling procedure allowing for an exchange of

time-dependent state information through the interfaces. As follows from the previous anal-

ysis, the use of fully-compressible code is necessary for the region above the blade surface.

The best numerical code to implement in the plenum region is low Mach number code. It

discretely solves low Mach number approximation to Navier-Stokes equations, where terms

with the same Mach number scaling are grouped together and, so that the issue of wave

speed disparity is thus avoided. Values of Mach number inside the film hole (table 2.1) are

small enough for compressibility effects not to be important. Due to the similarity of ge-

ometry of film cooling hole and a plenum (both have cylindrical shape and contain internal

flow) it is convenient to use the same code for approximating the flow inside the film hole

as inside the plenum, i.e. low Mach number code. The use of different numerical codes for

simulating different geometry components is summarized in Table 2.2.

The idea of multi-domain approach, or domain decomposition method, with an exchange

of flow information through the interfaces is not new. Often complexity of geometry and

difficulty in creating a single computational grid with high resolution in all the critical
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Mainstream Film hole Plenum

Compressible code Low Mach number code Low Mach number code

Table 2.2: Numerical codes used for simulating different geometry components.

places leads to the splitting of a computational domain into different blocks and combining

them together through the interface conditions. There are two different approaches to the

domain decomposition method. In the first approach the overlapping or overset grids are

used and some kind of interpolation scheme is implemented to transform the boundary

values from one grid to another. Much work has been devoted to studying conservative

interpolation schemes for overlapping grids (Berger (1985), Berger & Oliger (1984), Berger

(1987), Chesshire & Henshaw (1994), Cali & Couaillier (2000)). Another approach uses non-

overlapping computational grids, where the location of grid points is exactly matched at the

interfaces (Carpenter et al. (1999), Manna et al. (2004), Abide & Viazzo (2005)). All of these

studies considered the case when the set of equations solved in each sub-domain is exactly

the same. Berger & Oliger (1984), Chesshire & Henshaw (1994), Carpenter et al. (1999)

looked at hyperbolic partial differential equations; Parter (1999), Pfeiffer et al. (2003),

Chang & Chien (2003) studied elliptic problems. Domain decomposition methods have

been applied to the computation of compressible flows by Kopriva (1991), Kopriva (1994),

Kopriva & Kolias (1996), Hesthaven (1997), Hesthaven (1998), Tidriri (1995), Renaud &

Gauthier (1997), Nördstrom & Carpenter (1999). Incompressible flows were treated by

Strikwerda & Scarbnick (1993), Manna et al. (2004), Manna et al. (2005), Abide & Viazzo

(2005), Houzeaux & Codina (2004), Vereecke et al. (2003).

In the present methodology, however, set of partial differential equations being solved

is different in different sub-domains. Coupling between numerical solutions of compressible

and low Mach number equations is necessary. Due to the difference of equations in each sub-

domain and, as a consequence, numerical methods used, analytical studies of the accuracy

and convergence of the global solution are extremely complicated. However, the necessity

for such a multi-physics multi-code approach in engineering community is emerging. With

the advance in performance and capabilities of modern computers, the drive towards large-

scale integrated simulations of highly complex flow systems is growing. Examples of such

integrated multi-component simulations include aero-thermal flow through an entire gas

turbine engine (Schlüter et al. (2002, 2003a,b, 2005)), hybrid unsteady simulations for

helicopters etc (see, for example, McCroskey (1995) for a review of computational challenges

in helicopter simulations). The different flow physics in each individual component of such



CHAPTER 2. NUMERICAL METHODOLOGY 23

systems (compressor and turbine versus combustor in the jet engine, flow right next to the

helicopter blade versus far-field flow) calls for the coupling of solvers different in nature, such

as compressible/low-Mach number codes, LES/RANS and LES/URANS solvers. This area

of multi-code multi-physics coupling is emerging, and not many papers have been published

on this subject. In our methodology, a stable coupling procedure between compressible

and low Mach number LES codes with overlapping grid technique is proposed, and can be

considered as breaking new ground in this area.

This chapter is organized as follows. First, governing equations and numerical method

for the compressible code are presented in section 2.2. In section 2.3 low Mach number

approximation to Navier-Stokes equations is described together with the numerical imple-

mentation. LES methodology and subgrid turbulence model used in both codes is docu-

mented in section 5.5. The procedure for coupling the codes is presented in section 2.5, and

numerical tests validating the accuracy and stability of the coupling procedure are shown

in section 2.6.

2.2 Compressible Code

The governing equations and numerical method for the compressible code used in the current

simulations are presented in this section. For all the missing details, the reader is referred

to Ph.D. Thesis of Dr. Zhongmin Xiong (2004).

2.2.1 Governing Equations

System of equations governing the motion of a compressible fluid consists of continuity,

momentum and energy equations. These equations can be written in the following form

using Cartesian tensor notation and dimensional primitive variables (dimensional quantities

are denoted with the superscript “*” throughout this manuscript)

ρ∗, t + (ρ∗u∗
i ), i = 0, (2.6)

ρ∗u∗
i, t + ρ∗u∗

j u∗
i, j = −p∗, i + τ∗

ij, j , i = 1, 2, 3, (2.7)

ρ∗h∗
, t + ρ∗u∗

j h∗
, j = (p∗, t + u∗

j p∗, j ) + q∗j, j + τ∗
iju

∗
i, j , (2.8)
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where ρ∗ is the density, u∗
i is the velocity vector, p∗ is the thermodynamics pressure, τ∗

ij is

the viscous stress tensor, q∗i is the heat flux vector and h∗ is the fluid enthalpy defined by

h∗ = e∗ + p∗/ρ∗, (2.9)

where e∗ is the internal energy per unit mass. In the above equations, subscripts following

by a comma denote partial differentiation with respect to the subscript, and the Einstein

summation convention is used.

Newtonian fluid is assumed, so that the viscous stress tensor and the heat flux vector

are given by

τ∗
ij = 2µ∗ S∗

ij + λ∗u∗
k, k δij , (2.10)

q∗j = −k∗ T ∗
, j , (2.11)

where µ∗ and λ∗ are the first and second coefficients of viscosity respectively, k∗ is the

thermal conductivity, S∗
ij = 1

2 (u∗
i, j + u∗

j, i) is the rate-of-strain tensor, T ∗ is the absolute

temperature and δij is the Kronecker delta symbol.

To close the system of equations (2.6) – (2.8), an equation of state is needed which

relates the thermodynamics variables

p∗ = ρ∗R∗T ∗, (2.12)

where R∗ = c∗p − c∗v is the gas constant, c∗p is the specific heat capacity at constant pressure

and c∗v is the specific heat capacity at constant volume. Temperatures considered in the

current application are well below the oxygen vibrational temperature Θv|O2
∼ 2230K, at

which vibrational degrees of freedom become excited. Therefore an approximation of a

calorically perfect gas can be used, for which both c∗p and c∗v are constant, as is their ratio

γ = c∗p/c∗v. Under these assumptions, the internal energy and the enthalpy are related to

the absolute temperature by

e∗ = c∗vT
∗, (2.13)

h∗ = c∗pT
∗. (2.14)
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To cast equations (2.6)–(A.7) into non-dimensional form, the following relations are used

ρ = ρ∗

ρ∗r
, ui =

u∗

i

u∗

r
, T = T ∗

T ∗

r
,

p = p∗

ρ∗r u∗ 2
r

, µ = µ∗

µ∗

r
, λ = λ∗

µ∗

r
,

k = k∗

k∗

r
, xi =

x∗

i

L∗

r
, t = t∗

L∗

r/u∗

r
,

(2.15)

where the subscript r denotes the reference variables, whose particular values are defined

for each given problem. Substituting relations (2.15) in (2.6)–(A.7) yields the following

nondimensional form for the governing equations

ρ, t + (ρ u i), i = 0, (2.16)

ρ u i, t + ρ uj u i, j = −p, i +
1

Re
[(2µSij), j + (λuj, j), i], (2.17)

ρT, t+ρuj T, j +(γ−1)ρT uj, j =
γ

Pr Re
[kT, i], i+

γ (γ − 1) M2

Re
[2µSij Sij +λSii Sjj ], (2.18)

p =
ρ T

γ M2
, (2.19)

where

M =
u∗

r

c∗r
, Re =

ρ∗r u∗
r L∗

r

µ∗
r

, P r =
µ∗

r c∗p r

k∗
r

, (2.20)

are Mach number, Reynolds number and Prandtl number, respectively. At the derivation

of the nondimensional energy equation (2.18), equation (A.7) is used to eliminate enthalpy.

The continuity equation (2.6) along with the equation of state (2.12) allows to remove

the explicit pressure dependence. Viscosity µ is related to the temperature through the

Sutherland law

µ = T
3

2
1 + S0

T + S0
, (2.21)

where S0 = S∗
0/T ∗

r and S∗
0 = 111K for air. The second coefficient of viscosity λ is computed

using Stokes hypothesis of zero bulk viscosity, so that λ = −2
3µ. The thermal conductivity

k is determined assuming constant Prandtl number, so that k = µ in nondimensional

variables. Fluid is assumed to be air with a Prandtl number of 0.71 and the ratio of specific

heat capacities γ of 1.4.
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2.2.2 Numerical Method

Time Advancement Scheme

Fully implicit, approximately-factorized second-order accurate time marching scheme is used

to advance the governing equations (2.16)–(2.18) in time. A linearized dual sub-iteration

scheme is employed to accelerate the convergence of sub-iterations.

To introduce an implicit time marching scheme, the governing equations (2.16)–(2.18)

are first recast into a form

U, t + F (U) = 0, (2.22)

where U = {ρ, u, v, w, T}T is the vector of flow variables, F (U) represents convective and

viscous terms.

The second-order backward implicit Euler scheme is used for the approximation of the

time derivative, so that equation (2.22) becomes

3Un+1 − 4Un + Un−1

2∆t
+ F (Un+1) = 0. (2.23)

To solve equation (2.23), F (Un+1) is linearized with respect to Un:

F (Un+1) = F (Un) + G (Un)∆Un + O(∆U2), (2.24)

where G (Un) = ∂F/∂Un is the Jacobian of F (Un) and ∆Un = Un+1 − Un. Substituting

(2.24) together with the expression Un+1 = Un+∆Un into (2.23) and neglecting the second-

order terms O(∆U2), we obtain the following equation for the unknown vector ∆Un:

M (Un) ∆Un =
1

3
[Un − Un−1 − 2∆t F (Un) ], (2.25)

where

M(Un) = I +
2∆t

3
G (Un). (2.26)

Approximate Factorization

To investigate the structure of the discrete matrix M (Un), let’s start with its continuous

counterpart,

M( U) = I +
2∆t

3
G (U), (2.27)

where G (U) = ∂F/∂U is the Jacobian of F (U).
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To this purpose, write the vector of convective and viscous terms F (U) in a general form

F (U) = AU, x + BU, y + CU, z

− VxxU, xx − VxyU, xy − VxzU, xz

− VyyU, yy − VyzU, yz − VzzU, zz,

(2.28)

where matrices (A,B,C, Vij) are functions of U and its gradients. Then the Jacobian

G (U) =
∂F

∂U
=

[
∂F

∂U1
. . .

∂F

∂U5

]
(2.29)

has the form
G (U) = D + A∆x + B∆y + C∆z

− Vxx∆xx − Vxy∆xy − Vxz∆xz

− Vyy∆yy − Vyz∆yz − Vzz∆zz,

(2.30)

and, consequently, the matrix M (U) given by expression (2.27), can be written as

M (U) = I + 2∆t
3 (D + A∆x + B∆y + C∆z

−Vxx∆xx − Vxy∆xy − Vxz∆xz

− Vyy∆yy − Vyz∆yz − Vzz∆zz) .

(2.31)

Here (∆x, ∆y, ∆xy . . .) are continuous differential operators

∆x =
∂

∂x
, ∆y =

∂

∂y
, ∆xy =

∂

∂x∂y
. . . , (2.32)

and the matrix D is calculated as

D k = ∂A/∂Uk · U, x + ∂B/∂Uk · U, y + ∂C/∂Uk · U, z

− ∂Vxx/∂Uk · U, xx − ∂Vxy/∂Uk · U, xy − ∂Vxz/∂Uk · U, xz

− ∂Vyy/∂Uk · U, yy − ∂Vyz/∂Uk · U, yz − ∂Vzz/∂Uk · U, zz,

(2.33)

where D k stands for the kth column of D. For an analytic expression of matrices (A,B,C, D, Vij)

through the flow variables for the non-dimensional equations (2.16)–(2.18) the reader is re-

ferred to Collis (1997).

When equations (2.16)–(2.18) are discretized in space, the 5 × 5 continuous matrix

M (U) becomes a discrete matrix with the size proportional to the size of the computational

grid. For three-dimensional problems, discrete matrix M (Un) is a sparse matrix of the

size (Nx Ny Nz)
2, where Nx, Ny, Nz are the number of grid points in x, y, z directions,
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respectively. An exact pattern of sparsity depends on the numerical scheme used for the

discretization of the first and the second spatial derivatives. Direct inversion of the matrix

M (Un) in the time-advancement scheme (2.25) is, therefore, prohibitively expensive. A

number of different techniques is proposed to reduce the computational cost of the inversion

of this matrix. One of them is an approximate factorization technique employed in the

present numerical method. Approximate factorization is used to reduce a multi-dimensional

problem to a sequence of one dimensional problems in terms of the matrix inversion.

The idea of an approximate factorization is to group the differential operators which

act in the same direction and to substitute the exact matrix M (Un) by its approximation,

expressed as a product of an easily invertible one-dimensional matrices (Briley & McDonald

(1975); Beam & Warming (1978)):

M (Un) ≈ [I + 2∆t
3 (A∆x + D − Vxx∆xx)]

× [I + 2∆t
3 (B∆y − Vyy∆yy)]

× [I + 2∆t
3 (C∆z − Vzz∆zz)] + O(∆t2).

(2.34)

This approximation is valid to an order of ∆t2. Note that the differential operators

(∆x, ∆y, ∆xy . . .) now correspond to the discrete operators. To ensure that the factor-

ization error O(∆t2) is negligible and does not corrupt the solution, a time step far smaller

than that required by the time accuracy has to be used in unsteady computations.

Dual Time Stepping

To alleviate this problem, the dual time formulation is developed, where an inner iteration

called sub-iteration is introduced at each physical time step of an unsteady computation (Rai

(1987); Pulliam (1993)). If the sub-iteration converges, the factorization error is eliminated.

To achieve that, the new pseudo time-derivative U, τ , where τ is the pseudo time variable,

is added to the equation (2.23)

U, τ +
3Un+1 − 4Un + Un−1

2∆t
+ F (Un+1) = 0. (2.35)

When (2.35) reaches the steady-state, U, τ = 0, equation (2.23) is recovered. Introducing a

sub-iteration index k and approximating U, τ by the first-order backward Euler scheme

U, τ =
Uk+1 − Uk

∆τ
, (2.36)
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equation (2.35) becomes

∆Uk + ∆τ
2∆t(3Un+1 − 4Un + Un−1)+

∆τG (Un)∆Un = −∆τF (Un),
(2.37)

where ∆τ is an appropriately chosen pseudo time step for sub-iteration and ∆Uk = Uk+1−
Uk. Replacing n + 1 by k + 1 and performing some reorganization, which can be found in

Xiong (2004), the following equation is obtained

[I +
3∆τ

2∆t
I + ∆τG (Un)]∆Uk = −∆τR k, (2.38)

where

R k =
3Uk − 4Un + Un−1

2∆t
+ F (Uk). (2.39)

For each physical time step , Un is taken to be the initial value for Uk with k = 0 to start

the sub-iteration. When sub-iteration converges, ∆Uk → 0, and hence Uk+1 = Uk. The

final value of Uk+1 can then be taken as Un+1 and Rn+1 = 0 recovers the second-order

fully implicit scheme in (2.23). Using approximate factorization technique for the equation

(2.38), the following factorized iteration scheme is obtained

[S + ∆τ(A∆x + D − Vxx∆xx)]P = −∆τRk, (2.40)

[S + ∆τ(B∆y − Vyy∆yy)]Q = SP, (2.41)

[S + ∆τ(C∆z − Vzz∆zz)]∆Uk = SQ, (2.42)

where

S ≡ I +
3∆τ

2∆t
I. (2.43)

Since the left hand side operator in (2.38) is only a function of Un, it is possible to perform

an LU decomposition of the coefficient matrices in (2.40)–(2.42) at the first sub-iteration

step, store the factored matrices and use them throughout until the sub-iteration converges.

It significantly improves the sub-iteration efficiency.

Spatial Discretization

Although a flat surface is used in the current simulations, the present compressible code

has a capability of calculating flows around curvilinear surfaces using body-fitted meshes.
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This capability also allows to cluster points in the regions of high spatial gradients. To

achieve that, the physical domain (x, y, z) is transformed into a computational domain

(ξ, η, z) using a two dimensional mapping (x, y) 7→ (ξ, η), where ξ and η belong to [0, 1].

The grid in spanwise direction, z, is assumed to be homogeneous with uniform node spacing.

Distribution of grid points in the computational domain is also uniform: ξi = ∆ξ(i− 1) for

1 ≤ i ≤ Nξ and ηj = ∆η(j − 1) for 1 ≤ j ≤ Nη. The following derivative operators are used

for approximating first and second derivatives ∂f
∂ξ and ∂2f

∂ξ2 (only ξ direction is presented

since the differencing schemes are analogous in η and z directions). An interior points, the

fourth-order accurate central difference scheme is employed

(
∂f

∂ξ

)

i

=
1

12∆ξ
[(fi−2 − fi+2) − 8(fi−1 − fi+1)], (2.44)

(
∂2f

∂ξ2

)

i

=
1

12(∆ξ)2
[−(fi−2 − 2fi + fi+2) + 16(fi−1 − 2fi + fi+1)]. (2.45)

Near the computational boundaries, the finite difference stencil needs to be biased towards

the interior. Although different boundary closures can generally be proposed, including

the stencils which satisfy summation by parts (SBP) property (Carpenter et al. (1999);

Nördstrom & Carpenter (1999); Mattson et al. (2005)), in implicit methods it is important

to keep the coefficient matrices (2.40)–(2.42) easy to invert, which influences the choice of

the boundary scheme. As in the interior points, a five point stencil is used in the present

numerical method at the boundary grid point ξ1 and at the second grid point ξ2. The

resulting difference schemes are fourth and third order accurate for the first and second

derivatives respectively. For the first grid point ξ1 they are

(
∂f

∂ξ

)

1

=
1

12∆ξ
[−25f1 + 48f2 − 36f3 + 16f4 − 3f5], (2.46)

(
∂2f

∂ξ2

)

1

=
1

12(∆ξ)2
[11f1 − 20f2 + 6f3 + 4f4 − f5], (2.47)

and for the second grid point ξ2 they become

(
∂f

∂ξ

)

2

=
1

12∆ξ
[−3f1 − 10f2 + 18f3 − 6f4 + f5], (2.48)

(
∂2f

∂ξ2

)

2

=
1

12(∆ξ)2
[35f1 − 104f2 + 11f3 − 56f4 + 11f5]. (2.49)
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Similar expressions hold for the derivatives at nodes Nξ − 1 and Nξ but with the stencils

reversed and the signs switched on the coefficients for the first derivative.

After the derivatives are obtained in the computational space, they are transformed to

the physical space through the metrics of the mapping function. For the first derivatives

the transformation is {
∂
∂x
∂
∂y

}
=

[
ξ, x ηx

ξ, y η, y

]{
∂
∂ξ
∂
∂η

}
, (2.50)

and for the second derivatives





∂2

∂x2

∂2

∂x∂y
∂2

∂y2





=




(ξ, x)2 2 ξ, x η, x (η, x)2

ξ, x ξ, y ξ, x η, y + ξ, y η, x η, x η, y

(ξ, y)
2 2 ξ, y η, y (η, y)

2








∂2

∂ξ2

∂2

∂ξ∂η
∂2

∂η2





+




ξ, xx ηxx

ξ, xy η, xy

ξ, yy η, yy




{
∂
∂ξ
∂
∂η

}
,

(2.51)

where (ξ, x, η, x, . . .) are metrics of the mapping transformation. Implicit iterative scheme

(2.40)–(2.42) in computational space will take the following form

[S + ∆τ(Ǎ∆ξ + Ď − V̌ξξ∆ξξ)]P = −∆τRk, (2.52)

[S + ∆τ(B̌∆η − V̌ηη∆ηη)]Q = SP, (2.53)

[S + ∆τ(Č∆z − V̌zz∆zz)]∆Uk = SQ, (2.54)

where matrices (Ǎ, B̌, Č, Ď, V̌ij) are obtained from matrices (A,B, C, D, Vij) as

Ǎ = ξ, xA + ξ, yB + ξ, xxVxx + ξ, xyVxy + ξ, yyVyy (2.55)

and so on. (∆ξ, ∆η, ∆ξη . . .) are differential operators in the computational space. With the

above forth-order discretization scheme, the left hand side in each of the equations (2.52)–

(2.54) is a block penta-diagonal matrix (see the structure in figure 2.3) with additional

blocks at the boundary nodes to account for the high order boundary treatment. Each

block is a 5 × 5 matrix for the five flow variables. The resulting coefficient matrix can be

inverted efficiently using direct Gaussian elimination method.

Since subiteration is a steady-state problem, the pseudo time step ∆τ can be allowed to

vary spatially in order to accelerate the subiteration convergence. Taking into account the

physical domain of dependence within a computational cell, ∆τ , in a general curvilinear

coordinates, is chosen by

∆τ = CFL
∆ξ∆η

Λ
, (2.56)
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Figure 2.3: The structure of block penta-diagonal coefficient matrix resulting from implicit
fourth-order finite difference scheme. Each block is a 5 × 5 matrix.
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where
Λ = |J1iūi|∆η + |J2iūi|∆ξ+

c̄ [(J2
11 + J2

12)∆η2 + (J2
21 + J2

22)∆ξ2]1/2.
(2.57)

In this expression J is the Jacobian of the mapping and c̄ is the local speed of sound. This

definition of Λ includes the convective and acoustic phenomena but ignores the viscous

diffusion. A similar expression can be derived to include viscous effects, but the equation

(C.12) was found to be adequate for accelerating convergence to the steady state. The

CFL number in (2.56) is specified using a uniform physical time step ∆t for unsteady

computations which is independent of ∆τ and reflects the time resolution requirement for

the physical process of interest.

Boundary Conditions

Boundary conditions are needed to provide the solution at the boundary points, which

corresponds to the inflow, outflow, top and bottom boundaries of the computational domain.

In the implicit solver, boundary conditions are required in terms of δU . Consider an

arbitrary flow constraint, at time level n + 1, on the flow variable Uk, k = 1, 5

gk(U
n+1) = 0, (2.58)

which is some function, possibly nonlinear, of the primitive variables at time step n + 1.

Linearizing the equation (2.58) with respect to Un, we get

(
∂gk

∂Ui

)n

δUi = −gk(U
n
i ), (2.59)

where δUi = Un+1
i −Un

i . Equation (2.59) is used at the boundary point in place of discretized

equations of motions for the constraint quantity Therefore, to specify implicit boundary

conditions for the flow variable Uk, we need to define a constraint, gk, and the variation of

the constraint, δgk

δgk ≡
(

∂gk

∂U

)

i

δUi (2.60)

For example, consider the application of the boundary condition on the streamwise velocity

component, u = us, where us is some specified value for the time n + 1. Then the flow

constraint (2.58) looks like

gu(Un+1) = u − us = 0, (2.61)
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the variation of the constraint (2.60)

δgu = δu (2.62)

and the equation (2.59) representing the boundary condition for δu becomes

δu = −gu = −(u − us) = 0. (2.63)

We now describe boundary conditions applied at the different boundaries of the com-

putational domain.

At the wall, the no-slip boundary conditions ui = 0, i = 1, 3 are used for the three

velocity components. Either isothermal, T = Tw, or adiabatic, ∂T/∂n = 0, boundary

conditions are formulated for the temperature depending on the problem. For the body

orthogonal meshes used here, an adiabatic condition can be written in computational space

as (∂T/∂η)|η=0 = 0 and the derivative is approximated by a fourth-order one-sided difference

(2.46). Density at the wall is determined using continuity equation.

At the inflow, boundary conditions are based on the locally one-dimensional Riemann

invariants. According to characteristics analysis, for a subsonic inflow, four incoming quanti-

ties must be specified along with one outgoing quantity computed from the interior domain.

The specific choice of these quantities depend on the formulation of particular problem. In

the current method, we constraint the entropy, spanwise and tangential velocities, and

the incoming Riemann invariant. The outgoing Riemann invariant is computed by first-

order extrapolation from points in the interior, adjacent to the boundary. The locally one-

dimensional Reimann invariants are defined in the direction normal to the inflow boundary

as

R1 = vn − 2c

γ − 1
, R2 = vn +

2c

γ − 1
, (2.64)

where c is the local speed of sound and vn is the velocity normal to the boundary. Hence,

at the inflow boundary

s = sin, w = win, vt = vin,

R1 = R1 in, R2 = R2 out,
(2.65)

where vt is the velocity tangential to the boundary. Here the subscript “in” refers to the

incoming quantities, which, for the turbulent inflow, are the sum of the mean and fluctuating

components. The subscript “out” refers to the outgoing quantities extrapolated from the

interior, thus R2 out is computed from the interior domain by linear extrapolation. Numerical
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experiments show that higher order extrapolations are unstable (see Collis (1997)). Once

the Riemann invariants are computed, the values of vn and c at the boundary are obtained

vn =
1

2
(R1 in + R2 out), c =

γ − 1

4
(R2 out − R1 in). (2.66)

If we define entropy as s∗ = T ∗/(ρ∗)γ−1 and non-dimensional entropy as

s =
s∗

T ∗
r /(ρ∗r)

γ−1
, (2.67)

then density and temperature can be computed as

T = (M c)2, ρ =

(
T

sin

) 1

γ−1

. (2.68)

The non-dimensional expressions s = T/ργ−1 and c =
√

T/M are used while deriving (2.68).

Riemann invariant formulation is also used at the top boundary for boundary layer and

film cooling simulations with box-type domain. However, since positive vertical velocity

exists at the top boundary, this will correspond to the subsonic outflow. Only one quantity,

the first Riemann invariant R1 = vn−2 c/(γ−1), is specified as incoming. Entropy, spanwise

and tangential velocities, as well as the second Riemann invariant R2 = vn +2 c/(γ − 1) are

extrapolated from the interior. At the outflow, the parabolized Navier-Stokes equations are

solved (see Collis (1997)), i.e. the streamwise second-order derivatives in the equations are

neglected. The streamwise pressure gradient is estimated a priori and treated as a source

term in the equations. This treatment is found to yield an adequate and stable outflow

boundary conditions for the laminar mean flow and turbulent calculations. In spanwise

direction, periodic boundary conditions are imposed in the present study. Boundary con-

ditions used at the interfaces with low-Mach number code when coupling is employed are

discussed in section 2.3. Present numerical method is validated for steady computations

using self-similar analytic solutions for compressible laminar boundary layer over a flat

plate with and without heat transfer. The details of the numerical tests are described in

appendix A.

Artificial Dissipation

Numerical method described above uses fourth-order central difference discretization for

spatial terms. Because of its symmetric stencil, central-difference scheme is non-dissipative,
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unlike numerical schemes with biased stencils, such as upwind schemes. The lack of nu-

merical dissipation can result in numerical instability due to the generation of unresolved

high wave number components by nonlinear flow interactions, especially when simulating

turbulent flows. In order to damp these unresolved components, a fourth-order artificial dis-

sipation is introduced by adding the following term to the right-hand side of Navier-Stokes

equations

D = −σd (ξ, η, z, t)

(
∆ ξ4 ∂4U

∂ ξ4
+ ∆ η4 ∂4U

∂ η4
+ ∆ z4 ∂4U

∂ z4

)
, (2.69)

where U = {ρ, u, v, w, T}T is the vector of flow variables and σd (ξ, η, z, t) is the coefficient,

which controls the amount of the added dissipation. The regions, where high wave number

components are generated and artificial dissipation is required, are not fixed in space and

time, but depend on the local state of the flow. To make sure that the model removes

the energy from wave numbers close to the Nyquist wavenumber without corrupting the

remaining flow, a special form for the coefficient σd (ξ, η, z, t) is proposed, proportional to

the high-order derivatives of the local strain rate. It imparts spectral-like behavior to the

model, thus eliminating the need for ad hoc limiters to reduce the value of the coefficient

σd in smooth regions. In multiple dimensions it can be written as

σd (ξ, η, z, t) = ǫd ∆r+1 |∇r |S| |, (2.70)

where ǫd is the model constant, ∆ = (∆ ξ ∆ η ∆ z)1/3 is the local grid spacing, |S| =

(Sij Sij)
1/2 is the magnitude of the rate of strain tensor and ∇r is the polyharmonic operator

which defines a sequence of Laplacians. For example, r = 2 corresponds to a single Laplacian

∇2 |S|, r = 4 leads to the biharmonic operator ∇4 |S| = ∇2(∇2|S|) and so on. The overbar

(f) denotes a truncated-Gaussian filter, defined as

f(x) =

∫ L

−L
G

(
|x − x′|;L

)
f(x′) d 3x′, (2.71)

where

G(x′; L) =
e−6x′ 2/L2

∫ L
−L e−6x′ 2/L2d 3x′

, L = 4 ∆. (2.72)

This filter eliminates cusps introduced by the absolute value operator in (2.70), which, in

turn, ensures that the value of σd is positive, and the added terms (2.69) perform stabilizing
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function. In the present work, equation (2.72) is approximated along each grid line as

f j = 3565
10,368fj + 3091

12,960(fj−1 + fj+1) + 1997
25,920(fj−2 + fj+2) + 149

12,960(fj−3 + fj+3)

+ 107
103,680(fj−4 + fj+4)

(2.73)

with modified stencil at the boundaries and periodicity in z-direction. The transfer function

associated with this filter closely matches a Gaussian. The value r = 2 is used in the present

simulations, ǫd = 0.025 is set for the model coefficient.

The formulation (2.70) for the artificial dissipation coefficient σd in equation (2.69) is

inspired by the hyperviscosity model proposed by Cook & Cabot (2004, 2005) for simulating

turbulent flows with shocks and extended by Fiorina & Lele (2005) to account for high

temperature and species gradients. However, in spite of the seeming similarity, the model

proposed here and the models described in Cook & Cabot (2004, 2005) and Fiorina &

Lele (2005) are inherently different. Hyperviscosity model of Cook & Cabot (2004, 2005)

introduces a correction to molecular viscosity and thus modifies the viscous stresses, entering

momentum and energy equations. Adding artificial viscosity to the molecular viscosity

is similar in nature to an idea of introducing turbulent viscosity to account for increased

mixing in turbulent flows, although the details of the modeling and the meaning of these two

viscosities is different. Artificial diffusivity based on the high-order derivatives of entropy

proposed by Fiorina & Lele (2005) also takes the form of the gradient diffusion terms added

to the mass and species transport equation. Artificial dissipation (2.69) introduced in the

present method is proportional to the fourth order derivatives, rather than the second order

derivatives in diffusion-type terms, and assumes the same form and the same value of the

coefficient σd for each of the governing equations.

2.3 Low Mach Number Code

The governing equations and numerical method for the low Mach number code used in the

current simulations are presented in this section. For all the missing details, the reader is

referred to Ph.D. Thesis of Dr. Charles D. Pierce (2001).

2.3.1 Governing Equations

The conservation laws of mass, momentum and energy in a general case of a compressible

viscous fluid are stated in section 2.2.1 (equations (2.6)–(A.7)). When normalized with

the relations (2.15), these equations take the non-dimensional form (2.16)–(2.19). If Mach
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number M becomes very low, the non-dimensional pressure given by equation (2.19), p =

ρ T/γ M2, grows infinitely large. Therefore, this normalization fails in a very low Mach

number limit. To remedy the situation, we can employ different normalization for pressure,

simply

p =
p∗

p∗r
, (2.74)

where p∗r is some reference pressure. With the relation (2.74) for non-dimensional pressure

and relations (2.15) for all other variables, equations (2.16)–(2.19) transform into

ρ, t + (ρ u i), i = 0, (2.75)

ρ u i, t + ρ uj u i, j = − 1

M̃2
p, i +

1

Re
[(2µSij), j + (λ uj, j), i], (2.76)

ρT, t +ρuj T, j +(γ−1)ρT uj, j =
γ

Pr Re
[kT, i], i +

(γ − 1) M̃2

Re
[2µSij Sij +λSii Sjj ], (2.77)

p = ρ T, (2.78)

where M̃ =
√

γ M is introduced to avoid the dependence on γ. All nondimensional flow

quantities now remain of order O(1) for any low reference Mach number.

To arrive at low Mach number approximation of the equations (2.75)–(2.78), an asymp-

totic analysis is used, where all flow variables are expanded in the power series of M̃ , as for

example the pressure

p (x, t, M̃) = p( 0) (x, t) + M̃ p( 1) (x, t) + M̃2 p( 2) (x, t) + O (M̃3), (2.79)

where p(0), p(1), p(2) are zeroth, first and second order pressure, respectively. These expan-

sions are then substituted back into the governing equations (2.75)–(2.78). The terms are

reordered according to the powers of M̃ , and coefficients of the monomials M̃ l, l = 0, 1, 2, ...

are set to zero. Skipping all further details of the derivation, which are given, for example,

in Lele (1998), Müller (1999), we state zeroth-order Navier-Stokes equations, l = 0, in the

low Mach number limit

ρ
(0)
, t + (ρ(0) u

(0)
i ), i = 0, (2.80)

ρ(0) u
(0)
i, t + ρ(0) u

(0)
j u

(0)
i, j = −p

(2)
, i +

1

Re
[(2µ(0) S

(0)
ij ), j + (λ(0) u

(0)
j, j), i], (2.81)

ρ(0) T
(0)
, t + ρ(0) u

(0)
j T

(0)
, j =

1

Pr Re
[k(0) T

(0)
, i ], i +

γ − 1

γ

d p(0)

d t
. (2.82)
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p (0)(t) = ρ(0)(x, t) T (0)(x, t). (2.83)

where the following relation was used to eliminate the divergence of velocity in the energy

equation (2.82)

u
(0)
j, j =

1

γ ρ(0) T (0)

[
γ

Pr Re
[k(0) T

(0)
, i ], i −

d p(0)

d t

]
. (2.84)

It is worth noting that the second order pressure p(2) appears in the equations of motion

(2.80)–(2.83), while the first order pressure p(1) drops out. Another observation is that the

zeroth order pressure p(0) is only a function of time, but it is constant in space. Therefore,

the overall pressure p (x, t) has an asymptotic expansion

p (x, t, M̃) = p (0) (t) + M̃2 p (2) (x, t) + O (M̃3). (2.85)

Zeroth-order pressure p (0) (t) plays the role of a thermodynamic pressure, whereas second-

order pressure p (2) (x, t) is decoupled from the density and temperature. Its role is similar to

the pressure in incompressible flow: the divergence of the momentum equation (2.81) yields

a Poisson equation for the second-order pressure p (2). However, as opposed to incompress-

ible equations, the momentum and energy equations are coupled in the low Mach number

approximation (2.80)–(2.83) through the density ρ(0) and the equation of state. This cou-

pling is more involved than the coupling via buoyancy term in the Boussinesq equations,

which are only valid for small density and temperature variations (Rehm & Baum (1978)).

To the contrary, low Mach number equations admit large density and temperature varia-

tions.

Finally, casting the equations (2.80)–(2.83) into a conservation form and restricting our

attention to the flows, where the thermodynamic pressure p(0) is constant in time, as well

as in space (this is valid, when the total heat conduction and heat release rate
∫
V Q(0) d V ,

Q(0) = [k(0) T
(0)
, i ] i + ρ(0) q(0), q(0) is the nondimensional heat release rate, and the volume

flow
∫
∂ V u(0) · n dA are zero in the computational domain, see Müller (1999)), we get the

working set of equations for the present low Mach number code:

ρ, t + (ρ u i), i = 0, (2.86)

(ρ u i), t + (ρ uj u i), j = −p
(2)
, i +

1

Re
[(2µSij), j + (λuj, j), i], (2.87)

(ρ T ), t + (ρ ui T ), i =
1

Pr Re
[k T, i], i, (2.88)
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Figure 2.4: Schematics of a staggered space-time mesh.

p(0) = ρ T . (2.89)

Superscript denoting the order of the variable is dropped here for all the quantities, except

for the pressure. So, all the variables without a superscript in the equations (2.86)–(2.89)

are zeroth order by default.

2.3.2 Numerical Method

Spatial Discretization

In the present numerical method, velocity components are staggered with respect to the

density and other scalars in both space and time (Harlow & Welch (1965)). Density and

velocities are placed at the space-time mesh around the “continuity cells”, in their natural

positions based on their respective roles in the continuity equation (see figure 2.4). Tem-

perature and pressure are collocated with the density. By convention, variables defined on

the cell faces oriented in a positive coordinate direction are assigned the same indices as the

cell (see figure 2.4).

Second-order central-difference discretization is used in the present method. To keep

the notation compact, let us introduce the interpolation operators

ūx|i, j =
ui+1/2,j + ui−1/2,j

2
, ū y|i, j =

ui,j+1/2 + ui,j−1/2

2
(2.90)
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and the second-order differencing operators

δx (u)|i, j =
ui+1/2,j − ui−1/2,j

∆ x
, δ y (u)|i, j =

ui,j+1/2 − ui,j−1/2

∆ y
. (2.91)

In order to discretize governing equations (2.86)–(2.88), it is convenient to work with

the mass flux g i (or momentum per unit volume), given by

g i = ρ xi
t
u i, (2.92)

and, conversely,

u i = g i/ρ xi
t
. (2.93)

Then, equations (2.86)–(2.88) take the following discrete form (note that interpolation op-

erators do not follow the summation convention)

δ t (ρ) + δx i
(g i) = 0, (2.94)

δ t (g i) + δx j
( g j

x i
t
u i

x j
t
) = −δx i

(p(2)) + δxj
(τij), (2.95)

δ t (ρ T ) + δx i
(g i T

x i
t
) = δx i

[
k

x i
t
δx i

(T
t
)

]
, (2.96)

where

τij =

{
µ x i

x j
[
δx j

(u i
t) + δx i

(u j
t)

]
, i 6= j

2µ
[
δx j

(u i
t) − 1

3 δx k
(u k

t)
]
, i = j

(2.97)

for λ = −2/3µ.

Central-difference discretization described above is known to be vulnerable to the for-

mation of spatial oscillations or “wiggles” due to dispersion errors. This can be especially

problematic when the advection of scalar is considered, since the central-difference scheme

can cause a scalar to disperse in unphysical ways, including the propagation of oscillations

into the regions where the scalar is supposed to be uniform. To alleviate this problem, an

upwind biased scheme was adopted in the present method for the scalar advection only.

While upwind schemes are detrimental when used for the computation of turbulent velocity

fields due to their damping effect on the turbulence spectra (Mittal & Moin (1997)), their

deleterious effects on scalar advection are relatively minor, because scalar transport is linear

(no scale interaction), and thus, the damping of small scales does not effect the dynamics

of the large scales. The present method uses the QUICK scheme (Leonard (1979)), which

replaces the two-point interpolation (2.90) with an upwinded, three-point interpolation to
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Figure 2.5: Staggered grid in cylindrical coordinates. •: ρ, P, T, ux; ×: u θ; ¤: u r.

the cell face when computing scalar advective fluxes, resulting in a five-point stencil overall.

Cylindrical Coordinates

In the present study, the governing equations are solved in cylindrical coordinates to sim-

ulate the cylindrical geometry of the film-cooling supply hole. The coordinates x, r and θ

correspond to the axial, radial and azimuthal directions, respectively. A schematic of the

grid is shown in figure 2.5. The reader is referred to Pierce (2001) for the exact form of

discrete equations (2.94)–(2.97) in cylindrical coordinates.

The centerline treatment used in this work is described below. It is clear from the figure

2.5 that all quantities except for u r are staggered in the radial direction with respect to the

centerline (i.e., they are located at ∆ r/2 from the centerline), while u r itself is collocated

with the centerline. Therefore, centerline conditions are only needed for u r and f θ r (the flux

in radial direction entering the momentum equation for u θ, see (Pierce (2001)). Derivatives

of quantities that are staggered with respect to the centerline can be obtained by differencing

opposing values across the centerline, accounting for reversals in the directions of the radial

and azimuthal unit vectors through the centerline (Mohseni & Colonius (2000)). Centerline

boundary conditions for u r and f θ r are obtained by averaging correspoding values across
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the centerline (Akselvoll & Moin (1995)):

u r (r = 0, θ) =
1

2
[u r (∆ r, θ) + u r (∆ r, θ + π)] . (2.98)

Time Advancement Scheme

The semi-implicit, iterative solution procedure is used to advance discrete equations (2.94)–

(2.97) in time. The time-advancement scheme is similar to the Crank-Nicolson or trape-

zoidal scheme, but the right-hand sides are evaluated using variables that have been inter-

polated in time to the midpoints between the solution at times tn and tn+1. In terms of a

single ordinary differential equation,

d u

d t
= f ( u), (2.99)

the time discretization may be written as

un+1 − un

∆ t
= f [

1

2
(un + un+1)]. (2.100)

For linear f (u), this is identical to the trapezoidal scheme. For nonlinear f ( u), implicit

equation (2.100) can be solved using Newton-Raphson iterations. Let un+1
k be the kth

iterative approximation to un+1. Then, applying Newton-Raphson iteration method to

(2.100), one obtains

un+1
k+1 = un + ∆ t f

[
1

2
(un + un+1

k )

]
+

1

2
∆ t

[
∂ f

∂ u

]
(un+1

k+1 − un+1
k ), (2.101)

with initial guess

un+1
0 = un. (2.102)

This can also be expressed in “delta” or residual form,

[
1 − 1

2
∆ t

∂ f

∂ u

]
(un+1

k+1 − un+1
k ) = un + ∆ t f

[
1

2
(un + un+1

k )

]
− un+1

k . (2.103)

If the Jacobian ∂ f/∂ u in (2.103) is set to zero, the iterative scheme becomes explicit. This

scheme has stability properties that depend on the number of iterations performed each

time step. The linear stability properties of the explicit scheme are documented in Pierce

(2001) using the linear model problem, d u/d t = λu. A minimum of two iterations are

required for second-order accuracy. Additional iterations may improve stability but do not



CHAPTER 2. NUMERICAL METHODOLOGY 44

increase the order of accuracy. It was found that linear stability limits are not significantly

increased beyond three iterations (see Pierce (2001)).

If the Jacobian in (2.103) is not set to zero, but simplified with the approximate factor-

ization technique (discussed in section 2.2.2), semi-implicit schemes result. The economy of

the semi-implicit scheme derives from a judicious choice of which terms to treat implicitly

and which to treat explicitly. Usually only the stiffest terms in each equation are treated

implicitly, such as derivatives in a coordinate direction that has a much greater variation

in grid spacing than the other directions. For example, where grid refinement occurs near

the wall, only derivatives in the wall-normal direction would be treated implicitly. In the

present study, the following terms are treated implicitly: advection and diffusion in the

radial and azimuthal directions and the pressure in all directions via Poisson equation.

The step-by-step iterative solution procedure employed in the present study to advance

the governing equations (2.94)–(2.97) in time is summarized below. In the following, the

superscript “n” refers to the solution values that are known from the previous time level,

the superscript “k” refers to the iteration cycle between the solutions at time step “n” and

“n + 1”, the superscript “0” indicates the initial guess for the first iteration when k = 0,

and a hat placed above a symbol is used for a provisional value of some quantity.

Step 1: Choose predictors (initial guesses) for the values of the variables at the next

time level:

u 0
i = un

i , T 0 = T n, ... (2.104)

This choice corresponds to using explicit Euler (or first-order Runge-Kutta) for the first

iteration. For the density predictor, experience has shown that it is best to ensure that

the predictors for the density and velocity satisfy the continuity equation (Pierce (2001)).

That is, the predicted rate-of-change of density should correspond to the predicted mass

flux divergence:

ρ 0 = ρn − ∆ t δx i
(g 0

i ) (2.105)

Step 2: The temperature transport equation (2.96) is first advanced, so that a better

estimate for the density can be obtained early in the iteration process. Semi-implicit penta-

diagonal equations resulting from the QUICK discretization are solved for the advection

and diffusion in the radial and azimuthal directions using approximate factorization, as

discussed above. Time-advancing (2.96) yields (ρ T ) k+1, from which a provisional estimate
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for T k+1 is obtained using the current density predictor:

T̂ = (ρ T ) k+1/ρ k. (2.106)

Boundary conditions are enforced on T̂ .

Step 3: The density is updated from the equation of state (2.89):

ρ k+1 = p(0)/T̂ . (2.107)

Step 4: Temperature is re-updated based on the new density:

T k+1 = (ρ T ) k+1/ρ k+1. (2.108)

Boundary conditions are applied to T k+1.

Step 5: To advance the momentum equations (2.95), the fractional-step method is used

(Kim et al. (1985)), which is, perhaps, the most popular method to satisfy the velocity

divergence constraint in the incompressible-type simulations. In a fractional step method,

the mass flux g k+1
i and the pressure

(
p (2)

) k+1
are split into their provisional part and an

additive correction:

g k+1
i = ĝ i + δ g i,

(
p (2)

) k+1
= p̂ (2) + δ p (2). (2.109)

Expressions (2.109) are then substituted into the momentum equations (2.95)

ĝ i + δ g i − g n
i

∆ t
= −δx i

(
p̂ (2) + δ p (2)

)
+ R i, (2.110)

where all terms in the right-hand side, except for the pressure, are grouped into a generic

term R i for convenience. Equation (2.110) is then split into a predictor part and a corrector

part as follows:
ĝ i − g n

i

∆ t
= −δx i

(
p̂ (2)

)
+ R i, (2.111)

δ g i = −∆ t δx i

(
δ p (2)

)
. (2.112)

In a predictor part of the fractional-step method, equation (2.111) is advanced in time to
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yield provisional estimates for the mass flux components ĝi. In the present work, semi-

implicit tri-diagonal equations resulting from the central-difference discretization are solved

separately for each velocity component for advection and diffusion in the radial and az-

imuthal directions using approximate factorization. The pressure from the previous iter-

ation
(
p (2)

) k
is used for the provisional value (̂p(2)), i.e. (̂p(2)) =

(
p (2)

) k
. Provisional

velocity components are then computed using

û i = ĝ i/( ρ x i
t
)k+1. (2.113)

Boundary conditions are applied to ûi.

Step 6: In general, provisional mass fluxes ĝ i do not satisfy the continuity equation (2.94).

Corrector part of the fractional-step method ensures that the final velocity field do sat-

isfy the continuity. Taking the divergence of (2.112) leads to the Poisson equation for the

pressure correction δ p (2):

δx i
[δx i

(δ p (2))] = −δx i
(δ g i)/∆ t

= −δx i
(g k+1

i − ĝ i)/∆ t

= 1
∆ t

[
δx i

(ĝ i) + ρ k+1−ρ n

∆ t

]
,

(2.114)

where the continuity equation (2.94) was used to substitute for δx i
(g k+1

i ).

Step 7: The velocities and pressure are updated:

g k+1
i = ĝ i − ∆ t δx i

(δ p (2)), (2.115)

u k+1
i = g k+1

i /( ρ x i
t
) k+1, (2.116)

(
p (2)

) k+1
=

(
p (2)

) k
+ δ p (2). (2.117)

The continuity equation based on the density determined in Step 3 is now satisfied exactly.

This completes one full cycle of the iterative process. If more iterations are desired the

process would continue with Step 2. While only two iterations are required to ensure

the second-order accuracy in time, in practice more iterations might be needed to ensure

stability (Pierce (2001)); usually, three to five iterations is sufficient. The computational
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time step is selected by computing a generalized CFL number

CFL =
u ∆ t

∆ x
+

ν ∆ t

∆ x2
(2.118)

based only on axial convection and diffusion (since these are the only terms treated ex-

plicitly). CFL number limit is taken from the linear stability analysis and corresponds to

CFLlim = 2.

2.4 Turbulence Modeling

2.4.1 Filtering and LES Equations

Turbulence modeling is achieved in both codes by employing Large Eddy Simulation (LES)

technique. In LES, all of the field variable are decomposed into resolved and subgrid-scale

parts. The resolved, or large-scale field, is obtained from the instantaneous field by the

filtering operation

f (x) =

∫

V
G(x,x′) f(x′) d 3x′. (2.119)

In general, G (x,x′) can be any spatial filter. Integration is performed over the flow domain

V . In both of the present numerical methods, however, filtering is implicitly defined by

the computational grid, as opposed to explicit filtering (Ghosal & Moin (1995), Vasilyev

et al. (1998)). Implicit filtering leads to the box-type function G (x,x′) in (2.119), which is

defined for each computational cell as

G (x,x′) =

{
1/Vcell(x), x and x′ are in the same computational cell

0, x and x′ are in different computational cells
(2.120)

Vcell(x) is the volume of the computational cell containing x. Quantities per unit volume

(density and pressure) are treated using a Reynolds decomposition,

f = f + f ′, (2.121)

while quantities per unit mass (velocity, temperature, viscosity, thermal conductivity) are

best described by a Favre (density-weighted) decomposition,

f = f̃ + f ′′, (2.122)
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where

f̃ = ρ f/ρ̄. (2.123)

The LES equations for the resolved field are formally derived by substituting the above de-

compositions into the governing equations and then subjecting the equations to the filtering

operation (2.119). LES equations for the large-scale field for both the compressible solver

and the low Mach number solver are listed in Xiong (2004) and Pierce (2001), respectively,

and not repeated here. Favre decomposition is beneficial in comparison to Reynolds decom-

position for two reasons. First, it significantly simplifies the filtered governing equations

in both the compressible and low Mach number formulation. Second, it ensures that the

filtering process does not alter the form of the conservation laws, which is important for the

low Mach number code written in the conservation form.

2.4.2 Subgrid-Scale Closure Model

When filtering is applied to the governing equations, the filtered nonlinear terms, such as

the stress tensor ρ ũ iu j , the heat flux ρ ũ i T etc. are decomposed into the resolved and

subgrid scale (SGS) components as follows:

ρ ũ iu j = ρ ũ i ũ j + ρ
(
ũ iu j − ũ i ũ j

)
︸ ︷︷ ︸

t ij

(2.124)

ρ ũ iT = ρ ũ i T̃ + ρ
(
ũ iT − ũ i T̃

)

︸ ︷︷ ︸
q i

(2.125)

The subgrid-scale terms t ij and q i represent the statistical effects of the instantaneous

small-scale fluctuations on the resolved scales. Their derivatives t ij, j and q i, i appear with

the negative sign at the right-hand side of the filtered momentum and energy equations,

respectively (Xiong (2004); Pierce (2001)). These terms are unclosed and require modeling.

In both of the numerical codes described above, the anisotropic part of SGS stress tensor

t ij is modeled using an eddy viscosity assumption

t ij −
1

3
t kk δij = −2µt

(
S̃ij −

1

3
S̃kk δij

)
(2.126)

where S̃ij = 1
2 (ũi, j + ũj, i).
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The eddy viscosity µ t is given by the Smagorinsky model (Smagorinsky (1963))

µ t = Cµ ρ ∆2 |S̃|, (2.127)

where

|S̃| =
(
S̃ij S̃ij

)1/2
(2.128)

and ∆ is the length scale associated with the width of the filter (2.119). The isotropic part,

or the trace of the SGS stress tensor, tkk, is related to the subgrid kinetic energy 1
2 q2 as

tkk = ρ
(
ũkuk − ũkũk

)
= q2. (2.129)

The subgrid kinetic energy is often parameterized using Yoshizawa’s expression

1

2
q2 = Cq ρ ∆2 |S̃|2. (2.130)

The residual heat flux q i is modeled as a subgrid turbulent flux with a gradient-diffusion

assumption

q i = −k t T̃, i, (2.131)

where the coefficient k t is given by the eddy diffusivity model

k t = C k ρ ∆2 |S̃|. (2.132)

The eddy diffusivity model (2.132) has the same algebraic form as the eddy viscosity model

(2.127), but the model coefficient is different. The ratio of the two coefficients gives the

subgrid turbulent Prandtl number, Prt = Cµ/C k.

2.4.3 The Dynamic Procedure

The dynamic procedure is used in the present method to compute the eddy coefficients Cµ,

Cq, Ck and the turbulent Prandtl number, Prt. The dynamic procedure (Germano et al.

(1991); Moin et al. (1991)) is a method for calculating dimensionless scaling coefficients in

subgrid-scale models for filtered nonlinear terms and is briefly outlined here in general form.

For an arbitrary non-linear term f(u), which is a function of the field variables u, the

filtered term f(u) can be decomposed into a resolved part f(u) and a modeled part m(u),

which depends on the field variables but in general can also depend explicitly on space and
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time and on the other parameters, such as the grid filter width, ∆:

f(u) = f(u) + m(u). (2.133)

The basic idea behind the dynamics procedure is to consider how f(u) and m(u) vary with

the filter width. To this purpose, an expression similar to (2.133) can be written for the

filtered term at a larger filter width, ∆̂, referred to as the test filter:

f̂(u) = f(û) + m(û). (2.134)

Filtering to the test level is indicated by the hat symbol. Test filter width ∆̂ is usually taken

to be twice the width of the grid filter, ∆̂ = 2∆. If (2.133) is test filtered and subtracted

from (2.134), the following identity results:

f̂(u) − f(û) = m(û) − m̂(u). (2.135)

All terms in this equation are computable from the known resolved field. It represents the

“band-passed” contribution to the nonlinear term in the scale range between the grid and

the test filter levels. A consistent subgrid model should contribute the same amount as the

resolved field in this band. The key of the dynamic procedure is to use this identity as a

constraint for calibration of subgrid-scale models.

For the dynamic procedure to be applicable, the quantity to be modeled must vary

substantially between the grid and the test filter scales; otherwise, the difference in (2.135)

will not be significant and cannot be used for modeling subgrid-scale quantities. Examples

of quantities that can not be modeled dynamically are dissipation and chemical reaction

rates (Pierce (2001)), because these phenomena occur almost exclusively at the smallest

scales, which are always unresolved in LES.

The dynamic procedure is usually applied to the situations in which the subgrid model

can be written as

m(û) = C s(û,∆), (2.136)

where s(û,∆) is a dimensionally consistent algebraic scaling law and C is an unknown

dimensionless coefficient, which in dynamic procedure is allowed to vary in space and time.

Substituting this form into (2.135) one obtains

f̂(u) − f(û) = C⋆s(û, ∆̂) − ̂C s(u,∆), (2.137)
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where C⋆ is the model coefficient at the test filter level.

At this point, the various forms of the dynamic procedure differ as how to use this

equation to calculate the model coefficient, C. In the present study, C is assumed to be

statistical quantity, which varies slowly in space and time and is scale invariant. Therefore,

we set C⋆ = C and allow C to pass through the test filtering operator in the right most

term of equation (2.137). To simplify the notation, the following definitions are introduced:

L = f̂(u) − f(û), M = s(û, ∆̂) − ŝ(u, ∆), (2.138)

where L is called the Leonard term and M is the model term. The equation for model

coefficient C now can be written as

L = C M. (2.139)

Although equation (2.135), leading to an expression (2.139) is an exact identity when

m(u) is the exact subgrid residual, it should only be expected to hold in a statistical sense

(and should not be applied locally and instantaneously) when m(u) is modeled. The reason

for this is the following. In filtering the governing equations, we have replaced the instan-

taneous variations that occur within each subgrid volume with a statistical description of

a subgrid state. However, the band-passed filtered fields in (2.135) are based on instan-

taneous data, and the test filtering process itself does not provide sufficient averaging to

produce converged statistics in the band-pass filtered scale range. This may explain why

LES practitioners have found that some form of averaging is required in order to compute

stable model coefficients with the dynamic procedure. Related discussions are given by

Ghosal et al. (1995), Carati & Eijnden (1997).

In the compressible code, an averaging (indicated by the angle brackets) is applied in

the spanwise direction and C is calculated from an equation(2.139) as

C =
〈L〉
〈M〉 . (2.140)

In a low Mach number code, a least-squares procedure (Lilly (1992)) is employed to

compute C, with an averaging in the azimuthal direction,

C =
〈L ·M〉
〈M ·M〉 . (2.141)

Model coefficients in equations (2.127), (2.130) and (2.132) are evaluated using the

dynamic procedure. To simplify the expressions for the coefficients, the following notation
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for the Favre (density-weighted) averaging at the test filter level is introduced:

ˇ̃u = ρ̂ ũ/ρ̂. (2.142)

Applying the dynamic procedure (2.141) to the SGS Reynolds stress model (2.126) gives

Cµ =
〈Lij〉

2 〈Mij〉
or Cµ =

〈Lij · Mij〉
2 〈Mij · Mij〉

, (2.143)

where

Lij =
(
ρ̂ ũi ũj − ρ̂ ˇ̃ui

ˇ̃uj

)
− 1

3

(
ρ̂ ũk ũk − ρ̂ ˇ̃uk

ˇ̃uk

)
δij , (2.144)

Mij = −
[
ρ̂ ∆̂2 | ˇ̃S| (ˇ̃Sij −

1

3
ˇ̃
Skkδij) −

̂
ρ ∆2 |S̃| (S̃ij −

1

3
S̃kkδij)

]
. (2.145)

The same procedure used for the kinetic energy model (2.130) would result in the coef-

ficient

C q =
〈L〉

2 〈M〉 or C q =
〈L ·M〉
2 〈M2〉 , (2.146)

L = ρ̂ ũk ũk − ρ̂ ˇ̃uk
ˇ̃uk, M = ρ̂ ∆̂2 | ˇ̃S|2 − ̂

ρ ∆2 |S̃|2. (2.147)

Isotropic part of the SGS stress tensor tkk = q2 is often included into the pressure term by

defining

pT = p +
1

3
tkk = p +

2

3
Cq ρ∆2 |S̃|2. (2.148)

However, in the compressible code, the coefficient C q is set to zero to ensure numerical

stability (Xiong (2004)) following most of the previous studies. In the low Mach number

code the isotropic part of the residual stress is also not computed, with the justification

that acoustic interactions and compressibility effects are negligible (Pierce (2001)).

For the subgrid turbulent heat flux model (2.131), the coefficient C k is calculated from

C k =
〈Li〉
〈Mi〉

or C k =
〈Li · Mi〉
〈Mi · Mi〉

, (2.149)

Li =
̂
ρ ũi T̃ − ρ̂ ˇ̃ui

ˇ̃
T , Mi = −

[
ρ̂ ∆̂2 | ˇ̃S| ˇ̃

T , i − ̂
ρ∆2 |S̃| T̃, i

]
. (2.150)

Turbulent Prandtl number, Prt, is obtained by taking the ratio of the coefficients Cµ

(equation (2.143)) and Ck (equation (2.149)).



CHAPTER 2. NUMERICAL METHODOLOGY 53

2.5 Coupling Procedure

The procedure for coupling compressible and low Mach number codes described above into

a single unsteady solver is presented in this section.

Two-dimensional view of a schematic computational domain suitable for performing

simulations of film cooling problem with these two codes is shown in figure 2.6. Cooling

gas from a cylindrical hole fed by a cylindrical plenum is injected at some angle onto the

surface of a turbine blade, generally having some local curvature. According to the current

multi-code approach, compressible code is used in the region exterior to the turbine blade

surface (the top domain in figure 2.6). Low Mach number code is employed inside the film

cooling hole and the plenum. Since the hole is inclined with respect to the blade surface,

there exists a region of overlap between compressible and low Mach number code domains,

which physically corresponds to the region above the turbine blade surface, where cooling

gas injection takes place. This region of overlap is calculated by both codes. Another region

of overlap exists between the two low Mach number codes, where the plenum and the film

hole are intersected. Boundaries corresponding to the physical walls are shown in bold in

figure 2.6. Boundaries corresponding to the domain intersection, the interface boundaries,

are shown as dashed in this figure.

We concentrate now on the intersection of the compressible and the low Mach number

codes and describe the coupling between them. Coupling between two low Mach number

codes is more straightforward since the governing equations and numerical method used in

both codes are the same. In the present formulation, we use the same interface conditions

between two low Mach number codes as in compressible - low Mach number coupling.

Only one boundary of the compressible code domain intersects the low Mach number

code domain: boundary corresponding to the turbine blade surface. The intersection occurs

at a place, where cooling gas is injected. We call this part of the boundary an “injection

boundary” for identification purposes. Variables from the low Mach number code should

be supplied to the compressible code at this location, which is schematically shown by the

arrow 1 in figure 2.6.

Boundaries of the low Mach number code domain intersecting the compressible code do-

main are the top of the cylinder and the cylindrical surface. We call the places of intersection

“open boundaries”, since they are not part of the walls. Variables from the compressible

code should be supplied to the low Mach number code at the open boundaries, as indicated

by arrows 2 in figure 2.6.
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Figure 2.6: Schematic of a computational domain for film cooling simulations.

We now describe the interface conditions specified at the places of the domain intersec-

tion. We validate the particular choice of the interface conditions in the next section by

showing the results of the test cases.

2.5.1 Interface Conditions for the Compressible Code

Variables, which are obtained numerically in the compressible code, are {ρ, u, v, w, T}. Spec-

ification of these five quantities is required at the grid nodes corresponding to the injection

boundary of the compressible code, denoted as {ρ c, u c, v c, w c, T c}, where the subscript “c”

refers to the compressible values. One can interpolate the low Mach number code solution

to the grid nodes of the injection boundary to obtain the values {ρ lm, u lm, v lm, w lm, T lm},
where the subscript “lm” refers to the low Mach number values. The question is how to

reconstruct the compressible values from the low Mach number values. Several methods of

reconstruction have been considered.

A. Injection for the three components of velocity and the temperature. Density is obtained
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from the continuity equation.

ρ c − from continuity equation, u c = u lm, v c = v lm, w c = w lm, T c = T lm.

(2.151)

This is similar to the no-slip isothermal wall boundary conditions described in sec-

tion 2.2, where zero values for velocities are substituted with the corresponding “lm”

values.

B. Injection for all the variables.

ρ c = ρ lm, u c = u lm, v c = v lm, w c = w lm, T c = T lm. (2.152)

C. Injection for {u, v, w, T}. Density is calculated from pressure through the equation of

state.

ρ c = γ M2 p lm/T lm, u c = u lm, v c = v lm, w c = w lm, T c = T lm. (2.153)

D. Riemann invariant formulation, where the interpolated values {ρ lm, u lm, v lm, w lm, T lm}
are used to construct incoming quantities {sin, win, vt in, R1 in} and the procedure

described in section 2.2 is used to obtain {ρ c, u c, v c, w c, T c}.

E. Riemann invariant formulation, but γ M2 p lm/T lm is used instead of ρ lm to construct

incoming quantities {sin, win, vt in, R1 in}.

Numerical tests showed that both injection and Riemann invariant formulation (methods

B and D) are stable, while the method A, where the density is calculated from the continuity

equation, is unstable. Injection method generally shows better accuracy than the Riemann

invariant method (see section 2.6). Methods C and E, where the density is obtained from

the pressure through the equation of state proved to be unstable. It is explained by the fact

that pressure in low Mach number code plays different role than pressure in compressible

code. Namely, it is the dynamic variable which enforces the continuity equation, rather than

the thermodynamic variable coupled to density and temperature. Therefore, specifying the

compressible density through the low Mach number pressure leads to unstable coupling.

As a result, method B, injection for all five variables with ρ c = ρ lm, is used to specify

interface conditions for the compressible code at the place of intersection with the low Mach

number code domain. Note that the injection method is overposed if used as the boundary
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condition for the compressible code. It is, however, physically justified when used as an

“interface” condition, since the interface is an interior region of the fully coupled solution

and the full transfer of variables from one computational block to another is possible.

2.5.2 Interface Conditions for the Low Mach Number Code

Velocity and Temperature

In the low Mach number code, interface conditions are required at the open boundaries for

the three components of velocity ux, u r, u θ, temperature T , and a second order pressure

p (2) or its gradients to solve the pressure Poisson equation. Density is obtained from

the temperature through the equation of state, so no interface conditions for density are

required.

In the present method, we use injection for velocity components, setting the velocity

values at the interface equal to the corresponding values interpolated from the compressible

code, regardless of whether the open boundary corresponds to an inflow or an outflow.

One might argue that injection method is not the right treatment for an outflow bound-

ary. Commonly used boundary condition for an outflow is a convective condition in the

form

φ t + v conv φn = 0, (2.154)

employed in the original formulation of Pierce (2001) as well. Here φ stands for the convected

quantity and v conv is some convection velocity. In the method of Pierce (2001), convection

velocity is taken to be constant over the outflow boundary and defined as the maximum

outflow velocity over the boundary,

v conv = max
outflow

vn, (2.155)

where vn is the local velocity normal to the boundary. In the utilization of Pierce (2001),

outflow boundary is a cross-sectional plane perpendicular to the centerline. Internal flow in

pipes and diffusers is considered, so that large mean velocity normal to the outflow boundary

is present, justifying the use of a convective condition. In the present calculations, however,

some parts of an outflow boundary are represented by a cylindrical surface. Implementa-

tion of the condition (2.154) would assume that convection occurs in the radial direction,

which is not true. Also, convection velocity would be hard to define in this case. Since

part of a cylindrical surface corresponds to an inflow, a switch between inflow and outflow
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conditions would have to be implemented. An attempt was made to treat an inflow part of

the cylindrical boundary with an injection method, but an outflow part - with a convective

condition. However, this resulted in an unstable method. Another drawback is that convec-

tive condition fails to provide the feedback from the second code during coupling, leading

to an erroneous velocity field of the coupled solution.

For the temperature, however, it was found that the accuracy is reduced if the condition

T lm = T c is used when the boundary corresponds to an outflow. Enforcing the temperature

at the outflow produces “wiggles” in the temperature field close to the boundary, espe-

cially when combined with an upwind-type QUICK scheme for the scalar advection (see

section 2.3). To circumvent this, an injection T lm = T c is used only for an inflow part of

the boundary and a convective-type condition

T t + v conv Tn = 0 (2.156)

is employed at the outflow, where v conv is defined by equation 2.155. Since it is not known a-

priori what parts of the boundary correspond to an inflow, and what parts - to the outflow,

a dynamical switch is implemented. Velocity normal to the boundary, vn, is estimated

first during each time step at each boundary node by using interpolated values from the

compressible code. Nodes with vn ≤ 0 are marked as corresponding to an inflow, and nodes

with vn > 0, to an outflow. Convective outflow condition works well for temperature as

opposed to velocity, perhaps due to the advective nature of the temperature equation in the

low Mach number formulation. This is shown via examples of a steady temperature jump

and a moving entropy spot in section 2.6.

Pressure Coupling

Pressure coupling should be considered carefully when compressible and low Mach number

codes are combined into a single solver. Recall that pressure in the low Mach number limit

has an asymptotic expansion

p (x, t) = p (0) (t) + γM2 p (2) (x, t) + O (M3). (2.157)

Only the second order pressure p (2)(x, t) enters the equations of motion in the low Mach

number formulation (see section 2.3), while zeroth order pressure p (0)(t) is the thermo-

dynamic pressure appearing in the equation of state. Overall pressure p (x, t) enters the

compressible equations. To determine the dynamic pressure p (2), Poisson equation is solved
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in the low Mach number code with the Neumann boundary conditions. Taking spatial

derivatives of an equation (2.157) and neglecting O (M3) terms leads to

δx i

(
p (2) (x, t)

)
=

1

γM2
δx i

(p (x, t)) (2.158)

or

δx i

(
p

(2)
lm (x, t)

)
=

1

γM2
δx i

(p c (x, t)) . (2.159)

Therefore, normal derivative of pressure for the Neumann boundary conditions can be

estimated from the normal derivative of the compressible pressure as

δn

(
p

(2)
lm (x, t)

)
=

1

γM2
δn (p c (x, t)) . (2.160)

When Neumann boundary conditions are used, pressure p (2) (x, t) can be found only up

to an additive constant C(t). To obtain pressure values consistent with the compressible

code, one need to estimate this constant. To this purpose, we equate low Mach number and

compressible pressure at some specific location x0:

p c (x0, t) = p lm (x0, t) = p (0) (t) + γM2
(
p (2) (x0, t) + C(t)

)
. (2.161)

From equation (2.161),

C̃(t) = p (0) (t) + γM2 C(t) = p c (x0, t) − γM2 p (2) (x0, t). (2.162)

Using C̃(t), we find the overall pressure for the low Mach number code,

p lm (x, t) = C̃(t) + γM2 p (2) (x, t). (2.163)

In practice, an additive constant C̃(t) will be different depending on the specific location

x0, where pressure values are equalized. However, this difference is supposed to be rather

small, of O (M2).

Interface Conditions for Provisional Mass Flux Components

In the fractional step formulation employed in the low Mach number code, mass flux com-

ponents g k+1
i are split into their provisional part and an additive correction (see section 2.3)
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as

g k+1
i = ĝ i + δ g i. (2.164)

Interface conditions for the provisional mass flux components ĝ i are required to advance

momentum equations (2.111) at the predictor step of the fractional step method. To specify

these boundary conditions, equation (2.164) can be rearranged as

ĝ i = g k+1
i − δ g i. (2.165)

Interface conditions for the mass flux g k+1
i are known; an additive correction δ g i at

the boundary can be estimated using the corrector step of the fractional step method,

equation(2.112),

δ g i = −∆ t δx i

(
δ p (2)

)
, (2.166)

where

δ p (2) =
(
p (2)

) k+1
−

(
p (2)

) k
(2.167)

is an additive correction to the pressure. Therefore, δx i

(
δ p (2)

)
can be expressed as

δx i

(
δ p (2)

)
= δx i

(
p (2)

) k+1
− δx i

(
p (2)

) k
. (2.168)

The last term of an equation (2.168) is known from the previous iteration. The first term

is calculated at the interface from the corresponding compressible pressure according to

equation (2.159). It allows to calculate the interface conditions for provisional mass flux

components as

ĝ i = g k+1
i + ∆ t

[
δx i

(
p (2)

) k+1
− δx i

(
p (2)

) k
]

. (2.169)

2.5.3 Interpolation

Interpolation Method

Method used to interpolate the variables from one domain to the interface boundary nodes

of another domain is discussed in this subsection. Consider first the interpolation from low

Mach number domain to the injection boundary of the compressible domain. An inter-

section of the injection boundary with the staggered grid corresponding to the low Mach

number domain is shown in figure 2.7 in two dimensions. Grid nodes of the injection bound-

ary, to which low Mach number values should be interpolated, are specified as black circles.

In order to perform interpolation, the grid cell of the low Mach number code, surrounding
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each injection boundary node, is identified at the preprocessing step. Due to the staggering

of the low Mach number variables, more than one low Mach number grid cell is associated

with each compressible boundary node. For example, to interpolate the u values to the 3rd

injection boundary point from the left in figure 2.7 (3rd black circle from the left), the grid

cell corresponding to the blue rectangle is considered. To interpolate the values of v, the red

grid cell is used etc. This way, all the five variables - density, temperature and the three com-

ponents of velocity are obtained at each injection boundary point. However, interpolated

velocities correspond to the low Mach number code local coordinate system. For three-

dimensional domain, it is cylindrical, (x, r, θ). These velocities, {u lm x, u lm r, u lm θ} (recall

that subscript “lm” denotes the values interpolated from the low Mach number domain to

the interface boundary of the compressible domain), are first transformed into velocities

{u lm 1, u lm 2, u lm 3}, which correspond to the local cartesian system associated with the

low Mach number domain, (x 1, x 2, x 3). This cartesian system has its x 1 axis aligned with

the centerline of the cylinder in three dimensions. The transformation formulas are

u 1 = ux

u 2 = u r cos θ − u θ sin θ

u 3 = u r sin θ + u θ cos θ

(2.170)

(subscript “lm” is skipped for clarity). To obtain velocity components {u lm, v lm, w lm} in

the cartesian coordinate system associated with the compressible code, another transfor-

mation is performed (subscript “lm” is again skipped)

u = u 1 cos α − u 2 sinα

v = u 1 sinα + u 2 cos α

w = u 3,

(2.171)

where α is the angle between the x axis of the compressible domain and the centerline of

the low Mach number domain (see figure 2.6 for the definition of the angle α and the sketch

of the local coordinate systems).

To interpolate the variables from the compressible domain to the open boundaries of the

low Mach number domain, the following process is performed. First, we rotate compressible

code coordinate system (x, y, z) to match the local cartesian system associated with the low

Mach number domain, (x 1, x 2, x 3). Rotated velocities {u 1, u 2, u 3} are obtained from

{u, v, w} at the grid points of the compressible domain according to the inverse of the

transformation (2.171) prior to the interpolation. This is done in order to avoid interpolation
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of all three components of compressible velocity to reconstruct each of the values u c x, u c r

and u c θ at the corresponding interface boundary nodes of the staggered grid. By doing

rotation first, we only need to interpolate one velocity component, u 1, to obtain streamwise

velocity, ux, and two velocity components, u 2 and u 3, to find the values of radial, u r, and

azimuthal, u θ, velocities according to the inverse of the transformation given by equation

(2.170). The same procedure is needed for the interpolation of the pressure derivatives,

which are defined at the same grid nodes on the staggered grid as the velocity components.

Interpolation of the scalar variables, temperature and pressure, to the cell centers of the

staggered grid obviously does not require any coordinate transformation.

Bilinear interpolation is used in the present coupling procedure. Although implementa-

tion of a higher order interpolation schemes is possible, it does not lead to an increase of

accuracy of the overall coupling method for two reasons. First, the low Mach number code

is second order accurate in space, so second order accuracy of interpolation is consistent

with it. Second, for the relatively fine meshes used in LES, an error of interpolation even

in bilinear case is smaller than an inherent error of O (M 2) introduced by coupling two dif-

ferent sets of equations. An influence of the degree of interpolation on the overall accuracy

of the solution is considered in more detail in Appendix B on the example of test cases.

Approximation of the Film Hole Geometry

When film cooling configuration shown in figure 2.6 is approximated, the cylindrical cooling

hole is considered. Since low Mach number code domain is cylindrical, the body-fitted mesh

is used to describe the hole in the low Mach number code. Although the numerical grid is

staggered in the low Mach number code, the wall boundaries are treated specially, so that

the no-slip conditions are enforced exactly in the locations corresponding to the physical

wall, and not in the numerical location of variables on the staggered grid (see Pierce (2001)

for more details). It is not the case, however, for the compressible code. The details of the

film hole exit cross-section with respect to the numerical grid at the bottom boundary of the

compressible domain can be seen in figure 2.8, where the film hole wall is shown as a bold

line and represents an ellipse because of the inclination angle. Due to the homogeneity of the

grid in a spanwise direction, it is impossible to describe the wall of the film hole with a body-

fitted mesh in the present formulation of the compressible code. It leads to the “staircase”

description of the cooling hole. This is shown in more details in figure 2.9. Grid nodes which

lie inside the elliptical boundary, shown in red, obtain the values of velocity, density and

temperature interpolated from the low Mach number code. Grid nodes outside the elliptical
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boundary, shown in blue, are treated with no-slip and adiabatic boundary conditions to

represent the test plate wall. As a consequence, velocities and temperature gradients in

the location corresponding to the physical film hole wall are not zero. Essentially, the

compressible code sees the jet exit cross-section as having a “staircase” shape, with the

boundaries corresponding to the blue line (where no-slip conditions are specified), instead

of a smooth elliptical shape. This can be visualized by looking at the contours of mean

vertical velocity on the bottom boundary of the compressible domain, resulting during the

injection of the coolant flow from the cylindrical hole, plotted in figure 2.10 (calculations are

described in chapter 5). The grid is colored according to the contour values. The diamond-

shaped contours of zero vertical velocity connect the places where the no-slip conditions are

enforced (in accordance with the blue line of figure 2.9. As a result of interpolation, the

boundary itself, where velocity should be indentically zero, receives the values of about 0.04

to 0.06, which is seen by looking at the contour values at the boundary.

Besides the nonphysical“staircase” approximation, the effective area of the hole exit, as

seen by the compressible code, is larger than in reality. Both of these deficiencies can be a

source of errors in film cooling simulations. Substitution of a smooth boundary by a sharp

“staircase” approximation likely produces elevated levels of turbulence. It was confirmed

that a sharp corner in the intersection between the plenum and the film hole is responsible

for the higher TL than a smooth corner (experiments of Johnston et al. (2002)). The author

believes that the sharp “staircase” interface between the film hole and the test surface wall

would have the same effect.

Larger effective area leads to a larger values of mass and momentum fluxes entering the

compressible domain. The difference in the cross-sectional area, mass fluxes and vertical

momentum fluxes exiting the low Mach number domain and entering the compressible

domain is summarized in Table 2.3 together with an error introduced by the staircase

approximation. Mass fluxes are estimated as

G =
∑

cells⊂A

ρ v ∆ S, (2.172)

and momentum fluxes as

I =
∑

cells⊂A

(P + ρ v2)∆ S, (2.173)

where A is the cross-sectional area for each code, sum is taken over the computational cells

lying inside the cross-sectional area, P, ρ and v (vertical velocity) are estimated at the center
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Figure 2.7: Intersection of the compressible injection boundary with the staggered grid of
the low Mach number domain.

Area Mass flux Momentum flux

Exiting the low Mach number domain, flm 1.37 0.358 1.514

Entering the compressible domain, fc 1.49 0.364 1.607

Error, (fc − flm)/flm, %, 8.8 1.7 6.1

Table 2.3: Error introduced by the “staircase” approximation.

of the cells and ∆S is the cell area. Error is calculated as the relative difference between

the value for the compressible code and the value for the low Mach number code

Error =
fc − flm

flm
. (2.174)

In spite of almost 10% difference in cross-sectional area, mass fluxes are conserved up to

1.7%. The error is larger for the vertical momentum fluxes, perhaps due to the fact that

the pressure is involved in the conservation of momentum, and pressure between the low

Mach number and compressible codes is difficult to couple, as discussed in section 2.6.

2.5.4 Parallelization

Parallel interface for coupling the codes is written on MPI platform. It constructs dis-

joint groups of processes - one group for each code. All communications within each group

are performed using intracommunicators. Message passing between different groups is ac-

complished with the help of an intercommunicator. Time advancement of all the codes is

synchronized by choosing the global time step equal to the smallest among the time steps

of individual codes, as dictated by the stability requirement: △τ = min(△τ1,△τ2,△τ3).

Exchange of the variables across the interfaces between the computational domains of the
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Figure 2.8: Details of the film hole exit cross-section with respect to the compressible grid.

Figure 2.9: Part of the film hole exit cross-section with respect to the compressible grid,
enlarged. Blue lines - nodes treated with no-slip boundary conditions; red lines - nodes
obtaining the variables from the coolant flow.
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Figure 2.10: Contours of vertical velocity at the leading edge of the jet-exit cross-section in
the film cooling calculations. Grid is color-coded according to the contour values.

different codes is performed at every time step, so that the coupled solver performs time-

accurate unsteady computations.

2.6 Validation of the Coupling Procedure

Numerical test cases validating the choice of the coupling procedure described in section 2.5

are presented in this section. There are several aspects associated with the procedure which

need to be verified in order to assess the performance of the coupling method.

1. Interface conditions.

First aspect concerns the performance of interface conditions. Since flow information

supplied from the other code is introduced at interfaces in place of boundary condi-

tions, the reaction of each code to this new “boundary treatments” must be analyzed.

This issue is especially important for the low Mach number code. Previously, this code

has been used for calculating internal flow inside the cylindrical pipes and diffusers,

where the flow was entering and exiting through the cross-sections perpendicular to

the centerline, and the cylindrical surface represented a solid wall. In the current
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simulations, due to the overlap between different domains (see figure 2.6), part of the

cylindrical surface is no longer a solid wall, and the flow can enter and exit through

it at random angles. Performance of the low Mach number code, when the interface

conditions described in section 2.5 are used as the boundary conditions at all surfaces

of the computational domain is analyzed in Appendix B. Grid convergence study is

performed and an influence of the order of interpolation is tested in this appendix as

well. Behavior of interface conditions for the compressible code is discussed in 2.6.2.

2. “One-way” coupling.

Existence of the overlap region between the compressible and the low Mach number

codes brings another issue into consideration. Since this region is being computed

by two different solvers, it is required for the convergence of the coupled solution

that individual solutions are close to each other in this region. In the film cooling

simulations, the overlap region is contained within the turbine blade boundary layer,

where Mach number is small. Therefore, closeness of the “exact” solutions of the

compressible and low Mach number equations is assumed. However, it is necessary to

check whether numerical solutions are also close. Second group of tests investigates

the closeness of solutions of the low Mach number code and the compressible code in

the regime of low Mach number on steady and unsteady problems. It is convenient

to perform these tests in a “one-way” coupling setting to isolate the difference of

solutions due to the difference in numerics from the errors introduced by a mutual

exchange of state variables through the interfaces. In a “one-way” coupling approach,

only one code obtains information from the other code. The other code operates

in a stand-alone mode, without feeling any feedback. Since low Mach number code

interface has more points of contact with the compressible code due to the nature of

the computational setup for the main (film cooling) problem, it is more reasonable to

pass information from the compressible code to the low Mach number code for testing

“one-way” coupling.

3. “Two-way” coupling.

Third group of tests concerns the performance of the “two-way” coupling procedure

and the behavior of the fully coupled solution. The coupled solution is compared to

both the solutions of the individuals codes and the analytical solution.

A list of implemented “one-way” and “two-way” coupling test cases is given in table 2.4.

Both incompressible regime of the low Mach number code, when the disturbance has no
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“One-way” coupling “Two-way” coupling

Incompressible regime Taylor vortex Taylor vortex
Variable density regime Heated boundary layer Entropy spot

Table 2.4: List of numerical tests to validate the coupling procedure.

variation in density and temperature; and variable density regime, with significant density

and temperature variations, are considered in a framework of “one-way” and “two-way”

coupling. The results of the test cases are described in more details below.

2.6.1 “One-way” coupling

Incompressible Regime

For coupling tests, when low Mach number code is run in incompressible regime, velocity

disturbance in the form of a circular Taylor vortex,

v′φ =
Mr

16πν2t2
exp(

−r2

4νt
), v′r = v′z = 0, (2.175)

is superimposed on the uniform mean flow. Here v′φ is tangential velocity, v′r is radial

velocity, v′z is spanwise velocity and r is the distance from the center of the vortex (see Taylor

(1918)). Circular Taylor vortex is an analytical solution of unsteady viscous incompressible

equations. M =
∫
∞

0 2πrvrdr is an invariant of the flow. Parameters t and M of equation

(2.175) are chosen to set initial radius of the vortex RT (RT is the distance from the

vortex center to the point of maximum velocity), and initial velocity disturbance level

v′max. Disturbance of v′max/U∞ = 1% is considered here.

In a “one-way” coupling formulation, low Mach number domain is placed inside the

compressible code domain and information is transferred from the compressible to the low

Mach number code through all the boundaries of the low Mach number code domain.

Vortex is initialized in the compressible domain upstream of the low Mach number domain,

convected with the mean flow and captured by the low Mach number code as it passes

through it. Mach number M∞ = 0.05 for the compressible code and Reynolds number

ReRT
= U∞ RT /ν = 330 for both codes are considered.

Two-dimensional rectangular as well as three-dimensional cylindrical low Mach num-

ber code domains are investigated. For cylindrical configuration, the flow is quasi two-

dimensional, i.e. there is no variation of flow parameters in spanwise direction in the
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(a) Perpendicular domain. (b) Inclined domain.

Figure 2.11: Vertical velocity contours for the convecting Taylor vortex.

coordinate system associated with the compressible code. Cylindrical domain is perpendic-

ular to the main stream. For rectangular configuration, both perpendicular and inclined

at 45◦ to the main stream domains are considered. The test case with inclined domain is

conducted in order to check whether the relative skewness of the grid lines of the two codes

influences the results.

Typical snapshots of the vertical velocity v calculated with both codes are overlaid in

figure 2.11 for perpendicular and inclined rectangular domains. The moment when the

center of the vortex is in the low Mach number code domain is shown. It can be seen that

the contours of vertical velocity of the two solutions are very close to each other. The same

was observed for all other variables. In fact, contours of vertical velocity show the largest

difference.

Maximum difference between flow variables was calculated over the low Mach number

code domain as

∆u i =
max |u i c − u i lm|

U∞

(2.176)

for velocity components and

∆P =
max |p c − p lm|

ρ∞U2
∞

(2.177)

for pressure.

The difference in velocity is plotted versus computational time in figure 2.12 for both

rectangular and cylindrical domains. The difference is larger when the center of the vortex

is inside the low Mach number code domain. From figure 2.12(a) we see that orientation

of the low Mach number domain does not influence the maximum difference between the

solutions.
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Figure 2.12: Maximum discrepancy between velocity components for convecting Taylor
vortex.

The difference in pressure, when normalized with equation (2.177), is about two orders

of magnitude smaller than the difference in velocity and is not plotted here. It is consistent

with the fact that the pressure gradient for the Taylor vortex satisfies

∂p ′/∂r = ρ v′ 2/r. (2.178)

It is seen that the pressure disturbance is of the second order compared to the velocity

disturbance, which explains the smaller value of the pressure difference.

It can be noticed that for the cylindrical domain the maximum difference does not

exceed 0.2% and for the rectangular domain it is even less. Maximum discrepancy of 0.002

is comparable to the value of M 2
∞ = 0.0025. As discussed above, error of the order of M 2

∞ is

an inherent error due to the difference between the solution of low Mach number equations

and the solution of compressible equations with small, but finite, M∞.

Variable Density Regime

Laminar boundary layer above the heated wall with the temperature Tw = 2T∞ and

Reynolds number Re d = U∞ d/ν∞ = 500 is chosen as a test case for the “one-way” coupling,

when low Mach number code operates in a variable density regime. Low Mach number code
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Figure 2.13: Comparison of boundary layer profiles calculated with two codes.

domain is again completely surrounded by the compressible domain, and interface condi-

tions are specified at all computational boundaries of the low Mach number code domain.

Numerical solutions of compressible and low Mach number codes are compared for the

steady problem of a laminar boundary layer above the heated wall of the previous example.

Wall-normal profiles of streamwise and vertical velocities and a temperature, taken through

the point with the maximum discrepancy between the solutions, are shown in figure 2.13.

It can be seen that the agreement between the two solutions is rather good.

Test cases described in this subsection show that compressible code and low Mach num-

ber code give very close numerical solutions for both incompressible and variable density

setting when the Mach number of the physical problem is small.

2.6.2 “Two-way” coupling

Behavior of the fully coupled solution is analyzed by passing vortical and entropy distur-

bances through the interface between low Mach number and compressible codes. “Two-way”

coupling is implemented, i.e. information between compressible and low Mach number codes

is exchanged at the interfaces as described in section 2.5. Several variations of interface con-

ditions for the compressible code are tested (testing of different interface conditions for the

low Mach number code is documented in Appendix B). The compressible interface condi-

tions being tested are (see section 2.5 for the detailed description)

A Injection for {u, v, w, T}, ρ is obtained from continuity.

B Injection for {ρ, u, v, w, T}.

C Injection for {u, v, w, T}, ρ is calculated from pressure through the equation of state.
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D Riemann invariant formulation.

E Riemann invariant formulation, but ρ is calculated from pressure through the equation

of state when forming Riemann invariants.

When low Mach number code is run in incompressible regime, density and temperature

of unity (ρlm = 1, Tlm = 1) are supplied to the compressible domain to form interface

conditions A through E. Stability and accuracy of the proposed interface conditions is

investigated and the method with the best performance is identified. Coupled solution

obtained with the chosen method is compared to both numerical solutions of individual

codes and to analytical solution.

Incompressible Regime

Vortical disturbance in the form of convecting Taylor vortex (equation (2.175)) is again con-

sidered for the incompressible formulation of the low Mach number code. All parameters

of the vortex are the same as in ”one-way” coupling setting described previously (Reynolds

number ReRT
= U∞RT /ν = 330, peak disturbance amplitude v′max/U∞ = 1%). Compu-

tational domain for this test case is shown in figure 2.14. Two-dimensional calculations

are performed. Low Mach number code is located at the left of the compressible code

with the region of overlap between x = 0 and x = 7.7 (all distances in this discussion

are non-dimensionalized by the initial radius of Taylor vortex RT ). A uniform free-stream

with velocity parallel to x-axis, ~v∞ = (U∞, 0, 0), is taken as the undisturbed flow. Taylor

vortex is superimposed on a uniform free-stream and supplied through the inflow boundary

of the low Mach number code domain and is convected with the uniform main stream. The

moment when the vortex is completely inside the overlap region is shown in figure 2.14.

Outflow boundary of the low Mach number code domain (x = 7.7) gets information from

the compressible code. Inflow boundary of the compressible code (x = 0) obtains variables

from the low Mach number code.

Variation of interface conditions

Performance of the interface conditions supplied from the compressible to the low Mach

number code is assessed in the beginning of this section. The present setup, however,

allows the performance of interface conditions supplied from the low Mach number to the

compressible code to be tested.

The quality of numerical solution of the compressible code can be judged by looking



CHAPTER 2. NUMERICAL METHODOLOGY 72

Compressible 

code domain

Low Mach number 

code domain

Compressible 

code domain

Low Mach number 

code domain

Figure 2.14: Computational domain for vortical disturbance. Vertical velocity contours are
shown.

at the contours of dilatation. From equation (2.175) we can find the dilatation of the

non-convecting Taylor vortex as

div ~v′ =
1

r

∂

∂r
(rv′r) +

1

r

∂ v′φ
∂ φ

+
∂ v′z
∂ z

= 0, (2.179)

since v′r = v′z = 0 and ∂ v′φ/∂ φ = 0.

When the Taylor vortex is superimposed on the uniform flow, it simply convects with it

in the inviscid formulation, not producing any dilatation. Viscous effects actually generates

weak dilatation for the nonlinear problem (see Colonius et al. (1991)). However, for the

present disturbance level of 1% we can consider the linearized problem and write the solution

as ~v = ~v∞ + ~v′ using the principle of superposition. The dilatation of the superposed

linearized solution is zero, since

div~v = div~v∞ + div ~v′ = 0. (2.180)

Another idealization comes from the fact that Taylor vortex is the solution of the incom-

pressible equations, but a finite Mach number M∞ = 0.15 is used in the compressible code.
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However, this Mach number is still small enough and we can expect the values for the dilata-

tion to be non-significant. Therefore, we can judge the accuracy of the interface conditions

by looking at the dilatation levels of the numerical solution of the compressible code as the

vortex is entering the computational domain.

Only methods A through D are considered in the present test problem. Maximum

dilatation in the compressible domain is plotted versus x-coordinate of the center of the

vortex in figure 2.15 for all four methods. We can see right away that method A is unstable.

Dilatation reaches its maximum when the vortex center crosses the inflow boundary x = 0

for the methods B and D. This is due to the noise coming from the inflow boundary con-

ditions. When disturbances are convected downstream further from the inflow boundary,

dilatation levels come back to negligible value, which shows that numerical scheme holds the

analytical value of almost zero dilatation pretty well. However, maximum dilatation levels

are much larger for the Riemann invariant method (D) than for the injection(B). Method

C, where density is obtained from pressure, gives the minimum dilatation levels when dis-

turbances are crossing the domain, but fails to come back to zero dilatation level when

disturbances are convected away. This method might lead to instabilities if calculations

are continued further. Therefore, injection method (B), which is a simple interpolation of

all five variables {ρ, u, v, w, T} from low Mach number to compressible code gives the best

overall performance for the present test case.

Behavior of the coupled solution (using injection method)

Maximum discrepancy between the components of velocity (equation (2.176)) obtained

by each code in the coupled formulation is shown in figure 2.16. The difference in pressure

calculated with equation (2.177) is again about two orders of magnitude smaller than the

difference in velocity and not documented here.

The difference between the solutions for the fully coupled problem is even smaller com-

pared to one-way coupling, which is probably due to the fact that two-way coupling enables

simultaneous adjustment of the solutions of the two codes to each other through a feedback

mechanism. It is worth noting that maximum discrepancy does not show a distinct peak

as dilatation levels do, but stays at about the same level over the whole period when the

vortex is inside the computational domain. This is because the maximum discrepancy is

caused by the physical difference between the two equations sets being solved, and not by

the performance of the interface conditions.

Vertical velocity along the horizontal line passing through the center of the vortex is



CHAPTER 2. NUMERICAL METHODOLOGY 74

-15 -10 -5 0 5 10 15 20

Xvortex

0

0.002

0.004

0.006

D
il
a
ta

ti
o
n

Method A

Method B

Method C

Method D

Figure 2.15: Dilatation levels in the compressible code versus x-coordinate of the vortex
center.
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Figure 2.16: Maximum discrepancy for the coupled problem.

plotted in figure 2.17 for both the compressible and the low Mach number codes in the cou-

pled calculation. Results of the stand-alone calculations performed with the compressible

and the low Mach number codes, respectively, are also plotted for reference. Plots for the

three relative positions of the vortex are shown: when the vortex enters the compressible

code domain (xvortex = −1.5, figure 2.17(a)), when it is in the center of the overlap re-

gion (xvortex = 4.55, figure 2.17(b)) and when it exits the low Mach number code domain

(xvortex = 10.6, figure 2.17(c)).

When the vortex is far to the left from the outflow boundary of the low Mach num-

ber code domain, the difference between all four solutions is very small (figures 2.17(a)

and 2.17(b)). However, the difference between the compressible solution and the solutions

of the coupled calculation is larger than the difference between the two solutions of the

coupled calculation in the overlap region. This is consistent with our earlier observation

that solutions are closer when the codes are allowed to communicate through the feedback

mechanism.

However, if we look at the profiles when the vortex is leaving the low Mach number

code domain, we see some oscillations in the low Mach number code solution of the coupled

calculation. These oscillations are due to the influence of the outflow interface conditions
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(b) Vortex in the middle of overlap, xvortex = 4.55.
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Figure 2.17: Vertical velocity along the horizontal line through the center of the vortex.
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in the low Mach number code. It is interesting to note, that performance of a single low

Mach number code with convective outflow boundary conditions for the vortex leaving the

domain (see Pierce (2001)) is even worse. Not only the oscillations are not reduced in this

case, but also the mean value of the vertical velocity is significantly altered. This shows

that the present coupling procedure provides a good alternative to specifying approximate

outflow boundary conditions for the case of outgoing disturbances. To assess the influence

of a grid size on the performance of outflow boundary conditions, refined grid calculation

of both coupled and single problems was performed. The number of grid points in the

low Mach number code domain was increased from 128 × 128 to 256 × 256 with all other

parameters of the calculation left unchanged. Comparison of the vertical velocity profiles

for the vortex exiting the low Mach number code domain between original and refined

computations is made in figure 2.17(d). It can be seen that the magnitude of oscillations

is reduced with mesh refinement from 10−3 to 10−6 for the coupled problem, showing the

vast improvement of the performance of outflow interface conditions with the grid size. In

the stand-alone calculation, oscillations are also significantly reduced with grid refinement,

but velocity profile deviates even further from the correct value, showing a fundamental

drawback of the convective outflow boundary conditions in the low Mach number code

when organized outgoing disturbances are present. Reduction of oscillations at the outflow

with mesh refinement was observed in other simulations using low Mach number code.

Numerical experiments suggest the following empirical rule for choosing the grid size while

using this code in practice

∆x/Ld < 0.05, (2.181)

(Ld is the disturbance scale). This condition usually ensures that the oscillations in the low

Mach number code due to the outflow boundary conditions are less than 0.1% of the mean

value.

Variable Density Regime

Entropy spot with the Gaussian temperature distribution given by equation (B.3), con-

vecting from low Mach number to compressible domain, is now considered for the variable

density formulation of the low Mach number code. Small and large disturbance amplitudes,

Td, equal to 1% and 20% are tested. If viscous effects are not significant, the entropy distur-

bance simply convects with the mean flow. Reynolds number U∞ rd/ν∞ = 6400 is used in

the present simulation. Mach number for the compressible code is set to M∞ = 0.15. Tem-

perature contours at the moment when the spot is in the overlap region (non-dimensional
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Figure 2.18: Computational domain for entropy disturbance. Temperature contours are
shown. Computational time is t U∞/rd = 7.5

computational time t U∞/rd = 7.5) are shown in figure 2.18, all distances are normalized

by the disturbance radius rd.

Variation of interface conditions

Interface conditions supplied from the low Mach number to the compressible code are

compared in the previous paragraph on the example of convecting vortical disturbance.

However, density and temperature of the disturbance are constant in that case. Moreover,

since the low Mach number code is run in incompressible regime, density and temperature

are essentially not coupled. In the present problem, larger temperature and density vari-

ations are present, and due to the variable density setting of the low Mach number code,

coupling of all the variables, such as velocities, density and temperature, is present. The

author believes that this formulation offers more general setup to validate compressible in-

terface conditions. Several variations of the interface conditions for the compressible code

(methods A through E described in the beginning of the section 2.6.2) are analyzed here in

the context of the entropy disturbance.

Stability
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Stability of the methods A through E is assessed by looking at the dilatation levels in

the compressible code for small disturbance case, Td = 1%. In case of a small disturbance

amplitude, linearized formulation is a good approximation. Linear theory states that the

dilatation of the entropy mode is zero when viscous dissipation is absent. Viscosity is

small in the present calculation, so small values of dilatation are expected. Since numerical

noise introduced by interface conditions directly affects the dilatation level, large values

of this quantity is a good indication of instability. Levels of maximum dilatation in the

compressible code are shown in figure 2.19 for 1% disturbance case for methods A − E.

The first conclusion is that methods A, C and E (figure 2.19(a)), where density is not

injected, but obtained either from continuity or from pressure, are unstable. This confirms

the findings of the vortical disturbance case. Explanation of this fact is offered in section 2.5.

The other two other methods, B and D (figure 2.19(b)), result in bounded values of

dilatation within the considered execution time. It is worth noting that coefficient of arti-

ficial dissipation is set to zero in the present calculation, which, in conjunction with rather

large Reynolds number, represents quite a severe test for stability. In the case of convect-

ing Taylor vortex, Reynolds number was sixteen times smaller and coefficient of artificial

dissipation was not identically zero. Perhaps, this explains the difference in dilatation lev-

els between these two cases (smaller for the convecting vortex case), especially after the

disturbance exits the domain.

Stability properties of the interface conditions for the compressible code were extensively

investigated in the context of domain decomposition method, where computational blocks

calculated with the same numerical code are combined together (Berger (1985), Hesthaven

(1997), Hesthaven (1998), Nördstrom & Carpenter (1999)). One of the promising meth-

ods for coupling several instances of a compressible code is the penalty method (see, for

example, Carpenter et al. (1999)). Penalty method tries to mimic properties of continu-

ous equations in the formulation of numerical interface closures. It uses special difference

schemes satisfying the summation by parts (SBP) properties (Kreiss & Sherer (1974), Matt-

son & Nördstrom (2004)) and weak imposition of boundary conditions through the penalty

terms (Nördstrom & Carpenter (1999)). Mathematical proofs of the strict stability of the

method exist (Carpenter et al. (1999), Mattson & Nördstrom (2004)). Difference opera-

tors and boundary closure stencils up to any arbitrary degree of accuracy can be derived;

practical applications, however, were limited so far to the 6th order of accuracy. Being an

accurate and robust procedure for compressible – compressible interfaces, this method has

been recently further developed to be used with the low Mach number equations and some
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successful simulations of simple problems were performed for low Mach number – low Mach

number coupling. Research is currently being conducted in the area of compressible – low

Mach number coupling through the penalty method (Mattson et al. (2005)). However, the

different structure of compressible and low Mach number equations complicates the for-

mulation of interface closures which would keep the properties of the continuous problem.

Moreover, it is not straightforward to extend existing stability proofs to the case of low

Mach number – compressible coupling due to the different number of equations in each

system resulting in the different rank of the discrete operators for each equations set.

Although theoretical background for the penalty method for low Mach number – com-

pressible interfaces is not developed yet, penalty method was implemented in the current

compressible code to perform comparison with two other stable methods, B and D. No

penalization was done in the low Mach number code, where the same outflow interface con-

ditions were used as previously. Note that penalizing just one part of the interface breaks

the desired structure of the discrete operators and might cause the method to lose its nice

properties.

Comparison of the dilatation levels for methods B, D and a penalty method can be

seen in figure 2.19(b). Penalty method shows the smallest dilatation levels during an initial

period. However, at a later time, dilatation levels for the penalty method rise to the values

comparable with two other methods. Most likely, it is due to the fact that SBP properties

of the method are violated due to one-sided use of the desired operators, and cancelation of

boundary errors leading to an existence of energy estimate is no longer guaranteed (Mattson

et al. (2005)).

Accuracy

To compare an accuracy of three stable compressible interface conditions – injection,

Riemann invariants and a penalty, L∞ and L2 errors between numerical and analytical

solutions are analyzed for the large disturbance case, Td = 20%. L∞ and L2 errors in

temperature for the low Mach number code are shown in figure 2.20. It is seen that both

L∞ and L2 errors in temperature for the low Mach number code do not depend on the

coupling method. It is expected, since we do not vary the interface conditions for the low

Mach number code in this test case. Errors in streamwise velocity for the low Mach number

code are shown in figure 2.21. The same trend of little dependence of errors on the coupling

method is observed. Errors in the low Mach number code exhibit maximum around the

computational time t U∞/rd ∼ 7, which is seen especially for velocity errors. This time
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Figure 2.19: Dilatation levels in the compressible code versus non-dimensional computa-
tional time, t U∞/rd.

corresponds to the moment, when the disturbance crosses the outflow boundary and leaves

the domain. Errors in both velocity and temperature decrease significantly after the exit of

the disturbance.

For the temperature errors in the compressible code, plotted in figure 2.22, the depen-

dence is also weak. In fact, all three methods show very similar performance. Most likely,

temperature errors are dominated by viscous effects and not by interface conditions. An-

other confirmation of this hypothesis is the fact that temperature errors go back to zero in

the low Mach number domain after the disturbance leaves it. Errors in streamwise velocity

for the compressible code (figure 2.22) exhibit stronger dependence on the method. L∞

errors are the smallest for the penalty method, followed by the injection method. Riemann

invariants formulation results in the largest errors. For velocity errors in L2 norm, trends

are not as clear. Penalty method still produces the smallest errors, except for the time

t U∞/rd ∼ 6 ÷ 9, when the disturbance occupies the overlap region (see figure 2.18). For

the case of large, 20% disturbance amplitude, these three methods show the same general

trends.

As a conclusion, all three methods show very similar behavior. Penalty method perhaps

has a slight advantage over the other two methods, but does not show vast improvement
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Figure 2.20: Errors in temperature versus non-dimensional computational time for the low
Mach number code. Black lines, injection; blue lines, Riemann invariants; red lines, penalty.

compared to simpler injection and Riemann invariant formulations when implemented only

in the compressible code. An accurate implementation of the method in both compress-

ible and low Mach number codes is required in order to take full advantage of its superior

stability and accuracy characteristics, which is postponed till theoretical and numerical

background for such a coupling becomes available. Between injection and Riemann invari-

ant methods, results are very close to each other for the entropy disturbance case; injection

method performs a little better for the vortical disturbance case. Slightly better behavior

of the injection method combined with its undoubted simplicity of implementation resulted

in choosing injection method as the basic method for specifying interface conditions in the

compressible code.

Behavior of the coupled solution (using injection method)

Profiles of the temperature are plotted along the horizontal line passing through the

center of the disturbance, when it is in the region of overlap, in figure 2.24 for both 1%

and 20% disturbance case calculated with the injection method. Numerical solutions for

compressible and low Mach number codes, as well as analytical solution (B.3) are shown.

Agreement between both numerical solutions and an analytical solution is very good showing

good performance of the coupling procedure for both small and large disturbances.
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Figure 2.21: Errors in streamwise velocity versus non-dimensional computational time for
the low Mach number code. Black lines, injection; blue lines, Riemann invariants; red lines,
penalty.
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Figure 2.22: Errors in temperature versus non-dimensional computational time for the
compressible code. Black lines, injection; blue lines, Riemann invariants; red lines, penalty.
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Figure 2.23: Errors in streamwise velocity versus non-dimensional computational time for
the compressible code. Black lines, injection; blue lines, Riemann invariants; red lines,
penalty.
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Figure 2.24: Temperature profiles through the center of the disturbance. •, compressible
code; △, low Mach number code; ———, analytical solution; dash-dotted lines, boundaries
of the overlap region.



Chapter 3

Laminar Jet in a Crossflow

3.1 Introduction

3.1.1 Previous Studies

Jet in a crossflow (JCF) can be considered as a technically relevant test problem before

studying real film-cooling flows. The only difference between JCF and film-cooling flows,

besides geometry, is that the temperature and the density of a jet and a crossflow are

taken to be the same, while in film-cooling flows they are different. Though the difference

in temperature and density definitely leads to the quantitative differences between two

types of flows, many fundamental features of these flows are similar since they are caused

by misalignment of momentum of injected jet relative to the mainstream, rather than by

mismatch in temperature and density.

Jets in crossflow are thoroughly investigated and well documented over past years, pro-

viding reliable information for comparison with numerical results. This makes this problem

suitable for testing the present computational method. There are three non-dimensional

parameters pertinent to the JCF problem: jet Reynolds number Rej = Ujd/ν, crossflow

Reynolds number Reδ = U∞δ/ν and blowing ratio defined as B = Ujet/U∞ when ρjet = ρ∞

(here d is the jet diameter and δ is the crossflow boundary layer thickness). Many researchers

have investigated cases of high blowing ratio greater than two, Kelso et al. (1996), Blanchard

et al. (1999), Fric & Roshko (1994), Hasselbrink & Mungal (2001). However, high blowing

ratio is representative of a different application of jets in crossflow, namely, dilution holes of

gas-turbine combustors. Blowing ratio less than two are used in film cooling applications to

keep the injected cold gas close to the surface. Among experimental investigations of jets in

crossflow with small blowing ratio there are experiments of Gopalan et al. (2004), Peterson

85
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& Plesniak (2002, 2004) and Gamussi et al. (2002). Gopalan et al. considered turbulent jets

with flow Reynolds number U∞d/ν = 19000, Peterson et al. were also looking at turbulent

jets but emanating from the very short delivery tubes where the plenum configuration was

a significant parameter. Gamussi et al. were looking at laminar jets with very low Reynolds

number U∞d/ν = 100.

There also exists many numerical investigations of JCF problem. Among them is Direct

Numerical Simulations of Muppidi & Mahesh (2005) who looked at the influence of the

jet velocity profile and the crossflow boundary layer thickness on the jet trajectory at two

different velocity ratios, V R = 1, 52 and V R = 5.

3.1.2 Vortex Systems of Jet in a Crossflow

Basic coherent structures or vortex systems of JCF are described by many authors including

Fric & Roshko (1994), Kelso et al. (1996), Gamussi et al. (2002), Blanchard et al. (1999).

The primary feature of jets in crossflow is the counter-rotating vortex pair (CRVP). CRVP

is created in the near field and occupies the entire cross-section of the jet, giving it the

”kidney” shape. It carries streamwise-oriented vorticity. The length scale of CRVP is

significantly greater than that of the turbulence, so CRVP is more a feature of the mean

flow than the turbulence ( Peterson & Plesniak (2002)). CRVP signature is observed far

downstream from the jet injection, where the other vortex systems are diffused. Among

other coherent structures is the horseshoe vortex system (HSV), which occurs upstream of

the jet and close to the wall and is formed due to the blockage of the crossflow by the jet.

Ring-like vortices (RLV), or shear-layer vortices with transverse vorticity are formed on the

lateral edges of the jet. Ring-like vortices are unsteady structures, contrary to CRVP and

HSV.

Many researchers who conducted experiments on jets in crossflow varying the blowing

ratio noticed that the evolution of vortical structures is qualitatively different for different

blowing ratios ( Gamussi et al. (2002), Blanchard et al. (1999), Kelso et al. (1996), Fric

& Roshko (1994), Gopalan et al. (2004)). Some of the authors observed the existence of

two kinds of regimes: low-B and high-B regime, where B is the blowing ratio( Gamussi

et al. (2002), Blanchard et al. (1999), Gopalan et al. (2004)). B ∼ 2 ÷ 3 was found as

a dividing line between two regimes, most likely depending on the other non-dimensional

parameters describing the flow. One of the significant differences between two regimes is

the structure of the wake region of the jet right above the wall. For small blowing ratio,

the large zone of reverse flow occurs to the right of the jet injection. It is called the ”dead
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zone” by Gopalan et al. (2004) and DSSN vortices (downstream spiral separation node)

by Peterson & Plesniak (2002) DSSN vortices are steady and spatially stationary. For high

blowing ratio, the formation of the ”dead zone” is not observed, but instead the unsteady

vortices of alternating sign are formed by the roll-up of wall boundary layer fluid. These

”wake” or ”upright” vortices are described in details by Fric & Roshko (1994) and Kelso

et al. (1996). These structures are generally not noticed for blowing ratios below two.

Another reported common feature of jets in crossflow at small velocity ratios is the exis-

tence of three-dimensional ”hairpin” vortical structures( Tyagi & Acharya (2003), Blanchard

et al. (1999), Gamussi et al. (2002), Gopalan et al. (2004)). It is believed that other vor-

tical systems observed in low-B jets (CRVP, RLV and wall-normal vortices) constitute the

base, the top part and the legs of the ”hairpin” structures, respectively. Blanchard et al.

(1999) attribute formation of the ”hairpin” structures to the elliptical instability of CRVP.

Gamussi et al. (2002) propose the mechanism of pairing of two counter-rotating longitudinal

vortex tubes to form a single three-dimensional structure. Gopalan et al. (2004) hypoth-

esizes that stretching of the jet vortex ring in vertical direction is a formation mechanism

for the ”hairpin” structures, which the authors call ”semi-cylindrical vortical layer” in their

paper. No ”hairpin”-type structures were reported in high-B experiments. The reason for

the substantial difference in jet vortical structures at small and high blowing ratios is still

the subject of ongoing research.

3.2 Simulation Results

3.3 Geometry and Boundary Conditions

The case I of Muppidi & Mahesh (2005) with V R = 1.52 (see Table I of Muppidi &

Mahesh (2005) for the detailed description) was chosen for comparison with the results of

the present computational method. Schematical configuration of the geometry is shown in

figure 3.1. Jet with diameter d issues perpendicular to the crossflow. Jet Reynolds number

Rej = Ujd/ν = 1500, where Uj is the jet bulk velocity; blowing ratio Uj/U∞ = 1.52.

Characteristics of the crossflow are as follows: 80% boundary layer thickness at the inflow

δ80% = 1.32d, which gives crossflow Reynolds number U∞δ80%/ν = 1300. Mach number

M∞ = 0.15 is used for the crossflow in the present simulation, which is different from

M∞ = 0 in incompressible calculations of Muppidi & Mahesh (2005). According to the

non-dimensional parameters, both jet and crossflow are in laminar regime.
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Figure 3.1: Schematics of the jet in crossflow problem.

Projection of the full computational domain onto x− y plane is shown in the figure 3.2.

It consists of the low Mach number code domain and the compressible code domain.

3.3.1 The low Mach Number Code Domain

Cylindrical domain with diameter d and height 2.2 d is used for the calculation of the jet

by the low Mach number code. The domain extends 2 d below the crossflow surface, and

0.2 d above, so that cylindrical region of overlap with compressible code domain exists

with diameter d and height 0.2 d (see the enlarged view of the region of overlap in the

figure 3.2(b).) Grid of 94 × 64 × 64 points with uniform distribution in streamwise, ra-

dial and circumferential directions, respectively, is used. This gives maximum cell size of

0.02 d × 0.008 d × 0.05 d, which satisfies the resolution requirement ∆x/Ld < 0.05 given by

equation 2.181 of the chapter 2. Jet parabolic profile is specified at the inflow of the domain

2 d below the crossflow surface. No-slip boundary conditions are used at the pipe walls,

which extend from the jet inflow to the crossflow surface. Boundary conditions described

in chapter 2 are specified at the ”free” boundaries, corresponding to the boundaries of the

overlap region.



CHAPTER 3. LAMINAR JET IN A CROSSFLOW 89

3.3.2 The Compressible Code Domain

Cartesian domain with dimensions 30 d×10 d×3 d is used for the calculation of the crossflow

by the compressible code. Computational grid with 204 × 144 × 51 grid points is used.

Grid is clustered at the region of jet injection as well as at the crossflow boundary layer.

Clustering is designed so that the fine grid approximately follows the jet trajectory before

it is turned by the crossflow. Every 4th point in streamwise direction and every 10th point

in vertical direction is shown in figure 3.2(a), and every point is shown in the enlarged view

of figure 3.2(b). The grid is uniform in the spanwise direction. Although better resolution

might be required for an accurate description of the quantitative flow characteristics, it is

definitely sufficient for providing a qualitative representation of the flowfield. More on the

grid refinement and the limitations of the present grid can be found at the end of the current

chapter, section 3.3.5. Boundary layer profile is specified at the inflow located about 10d

upstream of the jet. No-slip and isothermal boundary conditions are used at the bottom

wall with density obtained from the continuity equation. Wall is heated to the value of the

stagnation temperature T0∞ = (1+ (γ−1)
2 M2) T∞. Note that this value is different from the

adiabatic wall temperature Taw = (1+r (γ−1)
2 M2)T∞, which would be the temperature of an

insulated wall. Values interpolated from the low Mach number code according to the method

described in chapter 2 are specified at the place of jet injection. Parameters calculated at

the edge of the boundary layer are set at the top of the computational domain. At the

outflow, located 20 d downstream of the jet injection, parabolized Navier-Stokes equations

are solved. In the spanwise direction, periodic boundary conditions are applied. Since

spanwise length of the domain is 3 d, the present configuration corresponds to a periodic

array of film-cooling holes with the pitch of 3 d. This configuration is different from the

case of a free jet calculated by Muppidi & Mahesh (2005).

Calculations are initialized as follows. First, the steady solution for the crossflow bound-

ary layer in absence of the jet is obtained. This solution is interpolated into the low Mach

number code domain, so that the region of overlap in the low Mach number code also gets

initial conditions corresponding to the crossflow boundary layer. Then jet is slowly turned

on, so that the jet bulk velocity changes in time corresponding to the formula

Uj = { Umax
j t/tlag if t < tlag

Umax
j otherwise

.

Here t is the computational time, tlag is the time lag equal to 2 d/U∞ and Umax
j is the
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Figure 3.2: Projection of the computational domain onto x − y plane.

final bulk velocity. Without the slow injection, disturbances suddenly supplied to the com-

pressible code would be too large leading to numerical instability. Solutions are advanced

in time with the computational time step 0.01 d/U∞.

3.3.3 Vorticity Dynamics

In this section we try to identify vortical structures described above in the present calcu-

lations. Although the current calculations use spanwise periodic boundary conditions and

strict comparison with previous work on isolated JCF is not possible, it is still useful to

make qualitative comparison.

To look at vorticity dynamics of the present calculations, we plot vorticity and stream-

lines at different cross-sections. Instantaneous and time-averaged normalized transverse

vorticity ωz d/U∞ in x − y plane taken through the center of the jet z/d = 0 is plotted in

figure 3.3(a) and figure 3.3(b). We call this plane a center-plane in the present discussion.

Only compressible code domain is shown for the sake of clarity. In the time-averaged field,

only two shear layers at the lateral edges of the jet are visible, and no vortices are present.

This confirms the fact that transverse vortices are non-stationary and unsteady structures.

Instantaneous transverse vorticity field is much more complex, showing at least three rows

of transverse vortices. Instantaneous and time-averaged in-plane velocity
√

u2 + v2 and

streamlines are plotted in figure 3.4(a) and figure 3.4(b). Both compressible and low Mach
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number code domains are shown. Looking at both instantaneous and time-averaged stream-

lines one can notice the node point. It looks like streamlines are originating from this point

and diverging in all directions. The similar node point is shown in figure 16 of Kelso et al.

(1996) for blowing ratios B=2.2 and in figure 5(a) of Muppidi & Mahesh (2005) for the same

flow regime as present calculations. The location of the node is (x/d ∼ 0.83, y/d ∼ 0.27),

which is close to (x/d ∼ 1.05, y/d ∼ 0.3) cited by Muppidi & Mahesh (2005) It is interesting

to note that the windward and leeward sides of the jet eventually collapse in the vertical

center-plane. Instantaneous streamlines show the oscillations of the jet trajectory as well as

formation of unsteady transverse vortices. The enlarged view of time-averaged steamlines

is shown in figure 3.5(a). The horseshoe vortex is seen upstream of the jet with clockwise

rotation. It is located at (x/d = −0.82, y/d = 0.11) which is a little bit closer to the jet

than x/d = −1.4 found by Muppidi et al. Hovering vortex is also observed just above the

jet exit near the leading edge, consistent with observations of Muppidi & Mahesh (2005)

and Kelso et al. (1996). Hovering vortex is only resolved in the low Mach number code do-

main, since the size of the grid ∆x in the compressible code domain is about five times larger

than in the low Mach number code domain in the region of jet injection. Time-averaged

steamlines in compressible code domain are shown in figure 3.5(b) with no hovering vortex.

This explains the fact that hovering vortex in our coupled simulations extends vertically

only up to to y/d ∼ 0.2, where the low Mach number code domain ends. It persists up to

y/d ∼ 0.75 in calculations of Muppidi & Mahesh (2005). One can notice the intersection

of streamlines just above the hovering vortex in figure 3.5(a) since streamlines are calcu-

lated from two different flowfields – one with the hovering vortex, and the other - without

it. Muppidi & Mahesh (2005) used incompressible code similar to the present low Mach

number code everywhere. Incompressible code is computationally much less expensive than

the fully compressible one, which allowed Muppidi & Mahesh (2005) to keep the resolution

higher than in the present calculations. This observation suggests that the resolution of the

compressible code in the region of the jet injection must be increased in order to capture

the near-wall structures.

In order to determine the path of the jet fluid, we plot three-dimensional time-averaged

streamlines originating from the various parts of the jet in figure 3.6(a). Five streamlines

originating at the the center-plane (–0.1,0,0), (0,0,0), (0.1,0,0), (0.2,0,0) and (0.3,0,0) follow

the jet trajectory, which is defined as the streamline originating from the center of the jet

exit by Muppidi et al. However, four streamlines originating off the center-plane (0,0,–0.5),

(0,0,–0.1), (0,0,0.1) and (0,0,0.5) follow much lower trajectory and occupy the region which
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(a) Instantaneous vorticity. (b) Time-averaged vorticity.

Figure 3.3: Transverse vorticity, ωz d/U∞. x − y plane, z/d = 0. Solid lines – positive
vorticity, dashed lines – negative vorticity.

(a) Instantaneous flow-field. (b) Time-averaged flow-field.

Figure 3.4: In-plane velocity,
√

u2 + v2, and streamlines. x − y plane, z/d = 0.
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Figure 3.5: Time-averaged streamlines. x − y plane, z/d = 0. Enlarged view.

might be called the wake of the jet. The off-center-plane jet fluid follows lower trajectory

since it faces stronger cross-flow, which experiences less blockage by the jet. Two streamlines

which are coming from the leading edge of the jet (–0.45,0,–0.005) and (–0.45,0,0.005) bend

around the jet together with the crossflow, since they don’t have enough momentum to

resist the crossflow and follow the jet trajectory. If we look at the x − z projection of

the three-dimensional streamlines in figure 3.6(b), we see that the center-plane jet fluid

following the jet trajectory stays in the center-plane. The off-center-plane fluid is gathered

at about z/d ∼ ±1, which are the lateral boundaries of the jet wake. Fluid coming from

the leading edge of the jet is lifted with the crossflow. It almost reaches the center-plane at

x/d ∼ 1.5, but later merges with the lateral boundaries of the wake. The y − z projection

of the trajectories (figure 3.6(c)) shows that all the jet fluid not coming from the immediate

vicinity of the jet centerline is gathered into the CRVP, whose vertical and spanwise extent

coincides with the extent of the jet wake.

In order to extract three-dimensional coherent structures, the isosurface of the Laplacian

of pressure Pk,k corresponding to a positive value of 5 is plotted in figure 3.7 together with

three-dimensional streamlines. Since the vortex cores are associated with strong vorticity

and local pressure minima, it can be shown that positive isosurfaces of Pk,k can be used

to identify coherent structures Tyagi & Acharya (2003). Coherent structures similar to the

hairpin vortices observed by other authors are visible. It appears that two layers of hairpin

vortices are present – above the wake region and in the wake region. The structures above
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Figure 3.6: Time-averaged three-dimensional streamlines originating from the jet.

Figure 3.7: Isosurface of the Laplacian of pressure Pk,k = 5. Three-dimensional view.
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(a) x − z projection. (b) y − z projection.

Figure 3.8: Isosurface of the Laplacian of pressure Pk,k = 5.

the wake region have their top parts linked to the jet trajectory. The lower structures

are located just below the upper structures with their legs penetrating the wake region.

Streamwise-oriented vortex tubes are scattered in the region of the wake corresponding to

the streamwise vorticity carried by CRVP. The projection of coherent structures in x − z

and y − z planes is shown in figure 3.8(a) and 3.8(b), respectively.

To investigate the path of the cross-flow fluid, three-dimensional streamlines originating

from the different parts of the crossflow are plotted in figure 3.9(a). A streamline coming

from the center of the jet is also shown to outline the jet trajectory. Several streamlines

originating very close to the center-plane plane (z/d ± 0.01) at different distances from

the wall are shown. Streamlines originating at y/d = 2 and higher in the crossflow merge

with the jet. Streamlines coming from y/d = 1.5 go around the jet deflecting only slightly

from the center-plane (see also x − z view in figure 3.9(b)). Trajectories coming through

y/d = 1 deflect more and rise right behind the jet into the wake of the jet. Fluid originated

from the crossflow boundary layer at y/d = 0.5 experiences reverse motion behind the jet

and then an uplift into the jet wake. This reverse motion behind the jet creates a node

point observed in figure 3.4. Also, two streamlines caught up into the upstream horseshoe

vortex are shown. They go wide around the jet and rejoin together at the center-plane at

x/d ∼ 3.5. Streamlines originating at z/d > 0.1 and y/d < 2 circle around the jet, then

reverse back and rise into the wake of the jet, creating DSSN vortices noticed by Peterson
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Figure 3.9: Time-averaged three-dimensional streamlines originating from the crossflow.
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Figure 3.10: Horizontal cross-sections with respect to the coherent structures.

& Plesniak (2002). These streamlines are not plotted here for the sake of picture clarity.

To complete the picture of JCF behavior, we look at instantaneous and time-averaged

normalized vertical vorticity ωy d/U∞ as well as streamlines in the horizontal cross-sections.

Location of used horizontal cross-sections with respect to coherent structures is shown in

figure 3.10. Several streamlines originating from the center and the edges of the jet are also

plotted to mark the wake region and the jet trajectory. DSSN vortices consisting of the

crossflow recirculating behind the jet are revealed in figure 3.11 in the horizontal plane y/d ∼
0.6. Notice that there is almost no difference between instantaneous (figure 3.11(a)) and

time-averaged (figure 3.11(b)) vorticity, showing that DSSN vortices are spatially stationary

and steady structures as was noted by Peterson & Plesniak (2002). Another node point as
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Figure 3.11: Horizontal cross-section, y/d ∼ 0.6. Solid lines – positive vorticity, dashed
lines – negative vorticity.

well as the recirculating flow is seen in the time-averaged streamline pattern (figure 3.11(c)).

The horizontal plane coming through the wake of the jet y/d ∼ 1.75 is shown in figure 3.12.

Instantaneous ωy of only positive sign is found at z/d ∼ 1 and only negative sign at z/d ∼ −1

(figure 3.12(a)). This persistence in the vorticity sign is also reflected in the time-averaged

vorticity pattern, where two distinct vorticity lobes of the same sign and approximately the

same magnitude as instantaneous values are noticed (see figure 3.12(b)). The node point

again exists in the streamline pattern (figure 3.12(c). The node point corresponds to the lift

up of the crossflow fluid from below, which follows almost vertical path. Intersection of the

vertical streamline with the horizontal plane appears as the point of origin for the in-plane

streamline pattern. Therefore, existence of the node point in horizontal cross-section is an

indication of the wake region, where fluid is being tucked from below. The horizontal plane

passing through the legs of upper hairpin structures above the jet wake at y/d ∼ 3.25 is

shown in figure 3.13. Vorticity pattern is completely different here than in the wake region.

Vortices of alternating sign are being shed on each side of the center-line z/d = 0, which

is seen in figure 3.13(a) (contours of instantaneous vorticity). Averaged vorticity has mush

smaller value than instantenous vorticity, showing that present vortical structures are of

alternating sign and they mostly cancel each other during averaging (see figure 3.13(b)).

Time-averaged streamline pattern does not have a node point, which agrees with the fact

that the horizontal plane y/d ∼ 3.25 is above the wake region.

It is worth noting that coherent structures are only observed until x/d ∼ 5, after which

they suddenly disappear. The disappearance of coherent structures might be caused by

the interactions among the jets which are separated by 3 d in the spanwise direction in



CHAPTER 3. LAMINAR JET IN A CROSSFLOW 98

x/d

z/
d

0 1 2 3 4

2

1

0

1

5 4 3 2 1 0 1 2 3 4 5

(a) Instantaneous vertical vortic-
ity, ωz d/U∞.

x/d

z/
d

0 1 2 3 4

2

1

0

1

5 4 3 2 1 0 1 2 3 4 5

(b) Time-averaged vertical vortic-
ity, ωz d/U∞.

x/d

z/
d

0 1 2 3 4

2

1

0

1

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

(c) Time-averaged in-plane veloc-
ity,

√

u2 + w2, and streamlines.

Figure 3.12: Horizontal cross-section, y/d ∼ 1.75. Solid lines – positive vorticity, dashed
lines – negative vorticity.
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Figure 3.13: Horizontal cross-section, y/d ∼ 3.25. Solid lines – positive vorticity, dashed
lines – negative vorticity.
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Figure 3.14: Contours of instantaneous temperature at y/d ∼ 1.75.

the present computations or inadequate grid resolution, note grid distribution shown in

figure 3.2. To look at the spanwise development of the jet, temperature contours in the

horizontal plane y/d ∼ 1.75 are plotted in the figure 3.14. Although temperature variations

are small in the current computations, temperature field is still good for flow visualization

since temperature plays the role of a passive scalar introduced from a jet into crossflow.

Oscillations of the lateral boundary of the jet wake are observable. The lateral boundary

reaches the edge of the domain z/d = 1.5 at x/d ∼ 5. Coherent structures characteristic of

a single jet are destroyed after this point by the interactions with the neighboring jets or

dissipated by the grid which becomes coarser with the distance from the injection place.

3.3.4 Analysis of the Vorticity Dynamics

In this section we try to analyze the behavior of the vortical structures and their relations

to each other. Jet fluid originating in the vicinity of the jet centerline follows the highest

trajectory and stays in the center-plane. Two shear layers at the lateral edges of the jet are

seen in the contours of instantaneous and time-averaged transverse vorticity (figure 3.3).

When the jet trajectory starts oscillating, the vortices of alternating sign (with positive

vorticity prevailing) are shed into the crossflow. These are the ring-like or shear-layer
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vortices observed by other researchers (they are also sometimes called upper and lower

structures). These vortices follow the jet trajectory (a streamline originating from the center

of the jet). They form the top parts of the upper hairpin structures. Plot of instantaneous

vertical vorticity through the legs of upper hairpin structures shown in figure 3.13(a) reveals

the alternating signs of the vertical vorticity in the legs. This is in agreement with the

alternating sign of the transverse vorticity of the top parts, which confirms the fact that

both these vortical tubes are parts of the same hairpin structure. Both transverse and

vortical vortices of alternating sign as well as upper hairpin structures occur at x/d ∼ 2÷4,

which again proves their interdependence. Basic mechanism suggested in the literature for

the development of hairpin structures during jet-crossflow interactions is the instability of

CRVP Blanchard et al. (1999),Gamussi et al. (2002). It should be noted that the upper

hairpin structures, linked to RLV and jet trajectory, can not be generated this way. First,

the roll-up of streamwise vortical tubes into one coherent structure would suggest that the

vorticity sign of two successive structures should be the same, and not alternating, as in the

present case. Second, the upper hairpin structures occur much higher than the wake region,

where CRVP is located, which can be seen from figure 3.8 and figure 3.10, and their legs do

not extend all the way to the wake region. Likely, the origin of the upper hairpin structures

is Kelvin-Helmholtz instability of the shear layers on the leading and trailing edges of the

jet, consistent with the explanation of Gamussi et al. (2002).

Fluid originating from off-center-plane of the jet follows lower trajectory and constitutes

the wake of the jet, which extends about 1 d in vertical and 2 d in spanwise direction.

Counter-rotating streamwise vorticity from the lateral boundaries of the jet is carried to the

wake region and reorients in streamwise direction, creating strong counter-rotating vortex

pair (CRVP), occupying the wake region and giving it elliptical cross-section. Lower hairpin

vortex structures have their legs in the wake region. The legs are located at z/d ± 1, which

is also the position of the lateral boundaries of the wake region. It suggests that vertical

vorticity of the legs is created by roll-up of streamwise CRVP tubes, occupying the lateral

edges of the jet wake. Moreover, as the analysis of figure 3.12 shows, the instantaneous

vertical vorticity in the wake region has a constant sign at the either side of the centerline

z/d = 0, and this sign is consistent with CRVP rotation. Therefore, lower hairpin structures

are possibly created by the CRVP instability mechanism proposed in Blanchard et al.

(1999). Top part of the lower hairpin structures should, therefore, have negative transverse

vorticity. Looking at figure 3.3(a) one can notice the layer of negative vorticity at 2 <

x/d < 3, 2.5 < z/d < 3, exactly where the upper parts of the lower structures should be.
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One can notice that lower hairpin structures are wider than the upper structures, having

2 d versus 1.2 d distance between its legs. Positive transverse vorticity in the center-plane

at 1.6 < y/d < 2 is brought from the windward side of the jet by the jet fluid which is

carried around the jet and lifted up into the wake together with the crossflow fluid. Negative

transverse vorticity next to the lee side of the jet occurs because of the deformation of the

lee-side negative shear-layer vorticity.

3.3.5 Grid Refinement

It was noted in section 3.2 of the present chapter, that hovering vortex was resolved only in

the low Mach number code domain (figure 3.5). Calculations of a laminar jet in a crossflow

were repeated, where compressible grid was significantly refined in x direction, especially in

the region close to the leading edge of the jet. All other parameters of the calculations were

left the same. Clustering was achieved at the expense of shortening the length of the domain

in a streamwise direction from 30 d to 6.5 d. The size of the new domain can be viewed in

figure 3.17, where time-averaged vertical velocity and a center streamline are also plotted.

Time-averaged streamlines in the center-plane together with the computational meshes are

plotted for the coarse grid in figure 3.15 and for the fine grid in figure 3.16. With the refined

grid, hovering vortex is observed in both low Mach number and compressible domains, which

can be seen in figure 3.16. It is interesting to note that although low Mach number domain

is the same for both calculations, the size of the vortex is different in the low Mach number

domain depending on the compressible code domain resolution. It again confirms the strong

mutual dependence of the solutions of different codes on each other during coupling.

The jet trajectory, defined as the time-averaged streamline originating in the center of

the jet exit cross-section, is compared for both grids with the results of DNS of Muppidi

& Mahesh (2005) in figure 3.18. Fine grid results agree perfectly with the calculations

of Muppidi & Mahesh (2005) in the near field. The failure of the jet to rise with the expected

slope beyond x/d ∼ 2 may be attributed to the very short length of the computational

domain and influence of the outflow boundary conditions. For much longer domain of the

coarse grid, this sudden bending is not observed; however, the overall trajectory is a little

lower.
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(a) Compressible and low Mach number code do-
mains.

(b) Only compressible code domain.

Figure 3.15: Time-averaged streamlines for the coarse grid. x − y plane, z/d = 0.

(a) Compressible and low Mach number code do-
mains.

(b) Only compressible code domain.

Figure 3.16: Time-averaged streamlines for the refined grid. x − y plane, z/d = 0.
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Figure 3.17: Computational domain for fine calculations. Time-averaged vertical velocity
and a center streamline are also plotted.
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Figure 3.18: Jet trajectory. Black line, DNS of Muppidi & Mahesh (2005); blue line, coarse
grid; red line, fine grid.



Chapter 4

Turbulent Boundary Layer Over a

Flat Plate

4.1 Introduction

In this chapter, we present details of Large-Eddy Simulations of a turbulent boundary

layer (TBL) over a flat plate. Turbulent boundary layer solution is used to specify inflow

boundary conditions for LES of film cooling described in chapter 5. We choose to perform

auxiliary TBL simulations to use as inflow boundary conditions for two reasons:

• No development section is needed in the main simulations to ensure that the accurate

turbulent inflow is obtained, since the boundary conditions are taken from the fully-

developed solution, whose accuracy is checked a priori.

• We only have to obtain the converged TBL solution once and use it in all subsequent

calculations, as opposed to repeating the procedure all over again during each run.

Both of these considerations allow us to achieve computational savings for the overall sim-

ulations and perform the parametric and grid-refinement studies more easily. A review of

existing techniques for simulating incompressible and compressible turbulent boundary lay-

ers is given in section 4.2, the description of the method employed in current simulations is

presented in section 4.3, while the results of the simulations are summarized in section 4.4.

104
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4.2 Methods for Calculating Turbulent Boundary Layers

Existing methods for calculating turbulent boundary layers can be cast into two categories:

temporal methods and spatial methods. In the temporal approach (see, for example, Kleiser

& Zang (1991)), periodic boundary conditions are used in the streamwise direction, besides

the spanwise direction, without any change to the governing equations. The advantage

of the periodic boundary conditions is apparent: no extra modeling for turbulent inflow

is required. However, it can be shown by integrating the governing equations in a control

volume (Xu & Martin (2004)) that streamwise periodicity assumption leads to the temporal

growth of the mean streamwise velocity, thickening of the boundary layer, decrease in the

turbulence production and decay of the turbulence. This leads to a non-stationary solution,

contradicting the intrinsic idea behind the temporal approach. Stationary mean flow and

nondecaying turbulence can be achieved by imposing a given or quasi-simultaneously com-

puted solution through the addition of forcing terms to the basic equations. This approach

makes use of the parabolic character of the boundary layer equations and the slow variation

of the mean flow and turbulence statistics with streamwise location. Spalart (1988) was first

to implement this approach for the simulation of incompressible TBL. He introduced a new

wall-normal coordinate, applied a two-scale analysis to approximate the slow streamwise

growth of the boundary layer and then added the forcing terms to the Navier-Stokes equa-

tions. Maeder et al. (2001) further developed the procedure of Spalart (1988) and proposed

an extended temporal approach in which no a priori assumptions about the mean flow are

required. This approach computes a flow at a series of streamwise stations, and the mean

flow evolution is approximated from its upstream history. Maeder et al. (2001) used this

method to perform direct simulation of supersonic TBL. An extended temporal approach,

although efficient and promising for TBL simulations, has the disadvantage that it calls for

the modification of the governing equations by introducing additional streamwise gradient

terms. In the original method of Spalart (1988), a coordinate transformation that mini-

mizes the streamwise inhomogeneity is also needed. When performing TBL simulation as

an auxiliary procedure to obtain inflow conditions for the main computations, it is desirable

to minimize the complexity of this auxiliary procedure, which justifies spatial methods.

The most straightforward approach to simulate a spatially developing TBL is to specify

a mean flow profile at the inflow and add the turbulent fluctuations to it. Mean flow pro-

file is usually taken from experiments or other numerical simulations which compare well

with experiments. It is, however, not an easy task to generate turbulent fluctuations which

retain the structure of the realistic turbulence. Lee et al. (1992) proposed a method for
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generating turbulent fluctuations which preserve the given kinetic energy spectrum E(k).

This method has been used successfully for the simulation of spatially decaying compress-

ible isotropic turbulence. However, this technique is not easily applicable to wall-bounded

anisotropic flows, since it does not take the spectrum of cross-correlations into account.

To try to account for anisotropy of the flow, Le & Moin (1994) extended the procedure of

Lee et al. (1992) to prescribe the appropriate value of the Reynolds stresses (both normal

and shear) in addition to the turbulent kinetic energy spectrum. They used this method

to produce inflow fluctuations for DNS of a backward-facing step (Le & Moin (1994), Le

et al. (1997)). However, the phase angle for each Fourier-component of velocity was still

generated at random with this technique, which led to the improper phase information be-

tween the velocity fluctuations and lack of nonlinear energy transfer, resulting in a fairly

long development section. It was found that development section of nearly 20 boundary

layer thicknesses was required to recover the correct skin friction. An attempt to use this

inflow generation technique for LES of the same flow over a backward-facing step (Akselvoll

& Moin (1993, 1995)) showed that random fluctuations develop into realistic turbulence

even slower on the coarser LES meshes. Although more sophisticated methods for artificial

generation of inflow turbulence exist (see, for example, Klein et al. (2003), who used digi-

tal filtering of random data to reproduce a prescribed one-point second-order statistics as

well as autocorrelated functions), they will always contain some degree of approximation

leading to the non-realistic structure of the synthetic turbulence. To minimize the amount

of modeling and empiricism in the inflow boundary conditions, researchers started look-

ing at the possibility of applying the ideas of “input-free” self-contained methodology of

temporal simulations to spatial simulations. Thus the fringe method appeared (Spalart &

Hatmuff (1993)), where the simulation domain is assembled from two fringe regions at its

ends and one useful region between them for data collection. Periodic boundary conditions

are applied, as in temporal simulations. The method results in a spatial simulation and

can take into account the streamwise pressure gradient. However, fringe method has the

same disadvantage as extended temporal approach (Spalart (1988), Maeder et al. (2001))

that extra terms should be added to the governing equations in the fringe regions to re-

move mass and decrease boundary layer thickness. Lund et al. (1998) proposed another

technique which they called a “modified Spalart method”, where they make use of Spalart’s

ideas (Spalart (1988)) to rescale the velocity field, taken from a plane near the domain exit.

But instead of using it for calculating the “growth terms” and modifying the streamwise

gradients, Lund et al. (1998) reintroduce the rescaled velocity at the inflow boundary. Thus,
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no external modeling is required for the turbulent inflow, and the simulations are completely

self-contained. Modifications to the computational code are minimal, consisting of only one

single subroutine for rescaling the velocity from the downstream station. Lund et al. (1998)

successfully applied this procedure to perform LES of incompressible TBL and showed its

apparent advantage when comparing to other popular techniques, such as random fluc-

tuation method (Le & Moin (1994), Le et al. (1997), Akselvoll & Moin (1993), Akselvoll

& Moin (1995)) and parallel inflow method(Kleiser & Zang (1991), Lund (1993), Lund &

Moin (1996)). The procedure of Lund et al. (1998), which is now referred to as “rescal-

ing”, “rescaling-recycling” or “rescaling-reintroducing” procedure, became, perhaps, the

most common and even conventional method for simulating turbulent boundary layers. A

number of compressible extensions of the original incompressible formulation of Lund et al.

(1998) are available (see, for example, Urbin & Knight (2001), Stolz & Adams (2003), Xu

& Martin (2004)).

To perform Large-Eddy Simulations of compressible TBL we use the rescaling technique

of Lund et al. (1998) and extend their method to include rescaling of density and temper-

ature appearing in the compressible equations. Our compressibility extension is different

from any of the previously proposed methods (Urbin & Knight (2001), Stolz & Adams

(2003), Xu & Martin (2004)) and, perhaps, represents a hybrid of the known methods.

In the next section we describe the details of the rescaling procedure used in the present

simulations.

4.3 Rescaling-Recycling Procedure

The geometrical setup of the problem and the coordinate system used are shown in figure 4.1.

The x-axis denotes streamwise direction, y-axis – vertical direction and z-axis – spanwise

direction, respectively, with the flat plate located at y = 0. In LES, an instantaneous

solution is represented by time-dependent Favre-filtered quantities f̃ = ρ f/ρ̄, where the

bar denotes the filtering operation given in equation (2.119) of the chapter 2. In order to

perform rescaling procedure, one must decompose this instantaneous Favre-filtered flowfield
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Figure 4.1: Geometrical setup of the problem.

onto a sum of mean and fluctuating components:

ρ̃ (x, y, z, t) = ρ̄ (x, y) + ρ′ (x, y, z, t)

ũ (x, y, z, t) = U (x, y) + u′ (x, y, z, t)

ṽ (x, y, z, t) = V (x, y) + v′ (x, y, z, t)

w̃ (x, y, z, t) = W (x, y) + w′ (x, y, z, t)

T̃ (x, y, z, t) = T (x, y) + T ′ (x, y, z, t)

(4.1)

Here “mean” denotes an averaging in time and a homogeneous spanwise direction, so that

{ ρ̄, U , V, W, T } represent the average of { ρ̃, ũ, ṽ, w̃, T̃} in time and z. “Fluctuation” is

the difference between the resolved instantaneous value and the mean value. Mean and

fluctuating components are calculated at some downstream plane xr, called the recycle

station (see figure 4.1). The next step is to rescale the values from the recycle station

in order to obtain the appropriate solution at the inlet plane xi and specify it as inflow

boundary conditions (the quantities at the recycle station are denoted with the subscript

“r”, and at the inlet - with the subscript “i” throughout this chapter). Due to the presence of

the multiple length scales in the boundary layer, the rescaling process should be treated in a

piecemeal fashion. To this purpose, two regions within the boundary layer are distinguished:

the inner region with the law of the wall and the outer region with the defect law.
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4.3.1 Mean Quantities

Mean Streamwise Velocity

For the incompressible TBL, the law of the wall for the mean streamwise velocity component

reads (Lund et al. (1998))

U inner = uτ (x) f inner
1 (y+), (4.2)

where u τ =
√

(ν ∂ U/∂ y)w is the friction velocity (subscript “w” denotes the wall quanti-

ties), and y+ = (uτ y)/νw is the wall coordinate and f inner
1 is the universal function to be

determined. The defect law is

U∞ − U outer = uτ (x) f outer
1 (η), (4.3)

where η = y/δ is the outer coordinate (δ is the boundary layer thickness), U∞ is the

freestream velocity, and fouter
1 is another universal function to be determined. If we write

both laws (4.2) and (4.3) for the inlet and the recycle stations, respectively, we get the

following relations

U inner
i = ωuτ U inner

r (y+
i ) (4.4)

and

U outer
i = ωuτ U outer

r (η i) + (1 − ωuτ )U∞, (4.5)

where

ωuτ =
uτi

uτr
. (4.6)

The independent variables in (4.2) and (4.3), y+
i and η i are the inner and outer coordinates

of the grid nodes at the inlet station. Thus, Ur (y+
i ) is the mean velocity at the recycle

station, expressed as a function of y+ and evaluated at y+ = y+
i . This evaluation require

interpolation since the inner coordinates for the grid nodes at the recycle and inlet station

will, in general, be different. A linear interpolation was found sufficiently accurate for this

purpose. A similar interpolation is require for the outer coordinate. Scaling laws (4.2) and

(4.3) are stated for the mean streamwise velocity U and are valid for the incompressible

flow. To account for the compressibility, the same scaling laws are assumed, but written in

terms of the transformed mean streamwise velocity Û (Bradshaw (1977))

Û inner = uτ (x) f inner
1 (y+), (4.7)
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Û∞ − Û outer = uτ (x) f outer
1 (η), (4.8)

which leads to

Û inner
i = ωuτ Û inner

r (y+
i ), (4.9)

Û outer
i = ωuτ Û outer

r (η i) + (1 − ωuτ ) Û∞. (4.10)

Stolz & Adams (2003) use van-Driest transformed velocity as Û

Û =

∫
U

0

√
ρ̄

ρ̄w
dU , (4.11)

Urbin & Knight (2001) also use van-Driest transformed velocity, but rewrite it for the case

of adiabatic wall as

Û =
U∞

A
sin−1

(
A

U
U∞

)
, (4.12)

where

A =

√
[(γ − 1)/2]M2 Prt

1 + [(γ − 1)/2]M2 Prt
, (4.13)

M = U∞/c∞ is the Mach number and Prt = 0.89 is the turbulent Prandtl number. Xu &

Martin (2004) define their transformed velocity as

Û =

∫
U

0

(
ρ̄w

ρ̄

)n

dU , (4.14)

in the inner layer (index n is the exponent in the power law for viscosity) and use the

van-Driest velocity (4.11) in the outer layer. Once the transformed velocity Û is rescaled

according to the laws (4.9) and (4.10), one can recover the original velocity U through the

inverse transformation. For example,

U =
U∞

A
sin

(
A

Û
U∞

)
(4.15)

in the method of Urbin & Knight (2001);

U =

∫
Û

0

√
ρ̄w

ρ̄
d Û , (4.16)

for the van-Driest transformed velocity in the integral form (4.11) used in the methods of

Stolz & Adams (2003) and Xu & Martin (2004).
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Mean Density and Temperature

Rescaling of the mean density ρ̄ determines the ultimate form for the rescaling of the

mean streamwise velocity U , when the transformed velocity Û is defined through the mean

density, as in equations (4.11) and (4.14). When fluctuations are small, to a first-order

approximation, the mean density ρ̄ and the mean temperature T are related by the state

equation ρ̄ = P/R T , where R is the gas constant and P is the mean pressure. Since

pressure is assumed constant throughout the boundary layer with zero pressure gradient,

the rescaling of the mean density ρ̄ follows the rescaling of the mean temperature T . There

are different scaling laws for the mean temperature proposed in literature. The simplest

approximation is to assume a self-similar profile for the mean temperature in the inner and

outer layers, respectively

T inner/T∞ = f inner
2

(
y+

)
, T outer/T∞ = f outer

2 (η) . (4.17)

Urbin & Knight (2001) and Stolz & Adams (2003) employ the scaling (4.17). However, this

scaling is not physically justified for compressible flows. Moreover, with this self-similar

scaling for the mean temperature and, therefore, the mean density, the compressible scaling

(4.7) and (4.8) for the mean streamwise velocity degenerates to that of the incompressible

case determined by equations(4.2) and (4.3) in the method of Stolz & Adams (2003).

To show this, let’s assume the compressible scaling laws (4.7) and (4.8) for the trans-

formed mean streamwise velocity Û and perform inverse transformation (4.16) to recover U
from Û . For the inner layer it reads

U inner =

∫
Û inner

0

√(
ρ̄w

ρ̄

)inner

d Û inner. (4.18)

We then change the independent variable in the integral (4.18) from Û inner to y+. Since

Û inner follows the compressible law of the wall (4.7), one can write

d Û inner = uτ (x) f1
′ inner

(
y+

)
d y+. (4.19)

Using the the self-similarity of the mean density

√
(ρ̄w/ρ̄)inner = f inner

3

(
y+

)
(4.20)
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and substituting equations (4.19) and (4.20) into (4.18), we get

U inner =

∫ y+

0
uτ (x) f inner

3

(
y+

)
f1

′ inner
(
y+

)
d y+ = uτ (x) f inner

4

(
y+

)
, (4.21)

which is exactly the incompressible form (4.2) for the law of the wall. Following the same

procedure written in terms of outer layer quantities, it is easy to show that the same

degeneration occurs for the law of the wake. Compressible scaling for the mean streamwise

velocity does not degenerate to the incompressible form in the formulation of Urbin &

Knight (2001) because of the absence of the mean density in the inverse transformation

(4.15). However, scaling laws for the mean streamwise velocity and the mean temperature

are inconsistent in this case.

Xu & Martin (2004) propose to use the Waltz’s equation to recover the mean tempera-

ture from the mean streamwise velocity

T
T∞

=
Tw

T∞
+

Tad − Tw

T∞

( U
U∞

)
− r

γ − 1

2
M2

( U
U∞

)2

, (4.22)

where Tad is the adiabatic wall temperature given by

Tad = T∞
(

1 + r
γ − 1

2
M2

)
(4.23)

and r is the recovery factor, which is usually approximated as r =
√

Pr. Xu & Martin (2004)

use the assumption that r varies little along a boundary layer, which is confirmed by the

experimental data. This assumption allows them to state that the relationship between the

mean temperature and the mean streamwise velocity is independent of streamwise location.

It makes it possible to decouple U and T while obtaining U from Û at the inlet, knowing

the relationship between U , T and Û at the recycle station. Such formulation does not

lead to the degeneration of scaling laws for the mean streamwise velocity to incompressible

ones and provides consistent scaling between the mean streamwise velocity and the mean

temperature.

In the present calculations, however, Mach number is quite small, M = 0.15. Therefore

an original incompressible scaling laws for the mean streamwise velocity (4.2) and (4.3) are

used, not their compressible counterparts (4.7) and (4.8), leading to the rescaling procedure

(4.4) and (4.5). It allows us to avoid an additional complications arising from decoupling

of the mean streamwise velocity and the temperature at the inlet necessary for high Mach



CHAPTER 4. TURBULENT BOUNDARY LAYER OVER A FLAT PLATE 113

number flows. Waltz’s equation (4.22) is employed to obtain the mean temperature T from

the mean streamwise velocity U at the inlet.

Mean Wall-Normal and Spanwise Velocities

For the mean wall-normal velocity V, we follow Xu & Martin (2004) and approximate it

from the mean continuity equation

V = −1

ρ̄

∫ y

0

∂ ρ̄U
∂ x

d y. (4.24)

We estimate the order of ∂ρ̄U/∂ x to be (ρ̄/x)
√

(ρ̄w/ρ̄) uτ and, consequently, the order of

V to be (y/x)
√

(ρ̄w/ρ̄) uτ . So,
√

(ρ̄w/ρ̄) uτ can be taken as the scale for V and the scaling

laws are written as

V inner = uτ (x)

√
ρ̄w

ρ̄
f inner
5 (y+) (4.25)

in the inner layer and

V outer = uτ (x)

√
ρ̄w

ρ̄
f outer
5 (η) (4.26)

in the outer layer. This leads to the relationships

V inner
i = ωuτ ωρw

√
ρ̄ r

ρ̄ i
Vr

(
y+

i

)
, V outer

i = ωuτ ωρw

√
ρ̄ r

ρ̄ i
Vr (η i) , (4.27)

where

ωρw =

√
ρ̄w i

ρ̄w r
(4.28)

and ωuτ is defined in the equation (4.6). Mean spanwise velocity W is zero due to the

spanwise statistical symmetry.

Fluctuations

The scaling suggested by Morkovin (1962), which appears appropriate to at least M = 5,

is used in the present method. It states that the velocity fluctuations normalized by the

velocity scale
√

(ρ̄w/ρ̄) uτ are in fair agreement with the incompressible data. Applied at

the recycle station and at the inlet, the scaling of u′
j (j = 1, 2, 3 corresponding to u′, v′, w′ )

by
√

(ρ̄w/ρ̄)uτ leads to

u′
j

inner
i = ωuτ ωρw

√
ρ̄ r

ρ̄ i
u′

j r

(
y+

i

)
, u′

j
outer
i = ωuτ ωρw

√
ρ̄ r

ρ̄ i
u′

j r (η i) . (4.29)
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To a first order approximation, the state equation yields

p ′

P =
T ′

T +
ρ ′

ρ̄
. (4.30)

Neglecting p ′/P, which is very small in most cases, one gets

ρ ′

ρ̄
= −T ′

T . (4.31)

Thus, only the temperature fluctuations need to be rescaled. The strong Reynolds analogy

(SRA) can be derived from the linearized equation

T ′
0

T =
T ′

T + (γ − 1)M2U u ′

T (4.32)

under the assumption of negligible total temperature fluctuations T ′
0/T (Lele (1994)). It

leads to the equation
T ′

T = −(γ − 1)M2 u ′

U . (4.33)

However, a contradictory evidence about the validity of SRA can be found in literature.

Simulation data of Maeder et al. (2001), Guarini et al. (2000) does not support SRA even at

low Mach numbers. In contrast, experimental data of Smith & Dussauge (1996), Gaviglio

(1987) gives positive prognosis about the SRA validity in the range of low to moderate Mach

numbers. To avoid the uncertainty, Xu & Martin (2004) assume more general relationship

between the temperature and the streamwise velocity fluctuations than that stated by SRA

(4.33)
T ′

T = cs famp
u′(t + fphase)

U , (4.34)

where t denotes the time, cs is equal to +1 or −1, where u ′ and T ′ are positively or

negatively correlated, famp and fphase are functions of y+ in the inner layer and η in the

outer layer. However, in spite of the more sophisticated reasoning behind the equation

(4.34), both equations (4.33) and (4.34) lead to the same scaling law for the temperature

fluctuations

T ′
i =

u ′
i (t + fphase)

u ′
r (t + fphase)

U r

U i

T i

T r
T ′

r = ωu τ ωρ w

√
ρ̄ r

ρ̄ i

U r

U i

T i

T r
T ′

r (4.35)

for y+
r = y+

i in the inner layer and η r = η i in the outer layer. Approaching the wall, U r/U i

becomes a 0/0 type limit and can be evaluated with the L’Hospital rule to give the following
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scaling law for the temperature fluctuations at the wall (Xu & Martin (2004))

T ′
w i =

ωρ wων w

ωu τ

√
ρ̄ r

ρ̄ i

Tw i

Tw r
T ′

w r, (4.36)

where

ων w =
νw i

νw r
. (4.37)

Composite Solution

Once inner and outer quantities are rescaled according to their scaling laws, the inner and

outer profiles are combined into a single solution valid over the entire boundary layer as

G i = G inner
i [1 − W ( η)] + G outer

i W ( η),

g ′
i = g

′ inner
i [1 − W ( η)] + g

′ outer
i W ( η),

(4.38)

where G = { ρ̄, U , V, W, T } are the mean quantities and g′ = {ρ′, u′, v′, w′, T ′} are the

fluctuating quantities. The weighting function W ( η) is defined as

W ( η) =
1

2

{
1 + tanh

[
α (η − b)

(1 − 2 b) η + b

]
/ tanh (α)

}
, (4.39)

where α = 4 and b = 0.02, following the work of Lund et al. (1998). When the mean

and fluctuating quantities at the inflow are obtained, the total instantaneous solution is

recovered from the equation (4.1) as their sum. The rescaling procedure described above

requires scaling parameters uτ and δ both at the recycle station and at the inlet. These

quantities are determined from the computed solution at the recycle station, but they must

be specified at the inlet. At the inlet, the target inflow boundary layer thickness δ i is

specified, which is the only control parameter introduced into the procedure. Skin friction

velocity uτi can be computed from uτr as

uτ i = uτ r

(
δ i

δ r

)1/8

. (4.40)

Equation (4.40) is obtained from the standard boundary-layer correlation uτ ∼ θ1/8 (see,

for example, Schlichting (2000)) under the assumption that δ/θ is independent of x (θ is

the momentum thickness).
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Lx Ly Lz Nx Ny Nz ∆ x+ ∆ y+
w ∆ z+

Current LES 17 δ i 4.5 δ i π/2 δ i 128 128 32 38 0.6 15

Lund et al. (1998) 10 δ i 3 δ i π/2 δ i 100 45 64 64 1.2 15

Stolz & Adams (2003) 16 δ i 4 δ i π/2 δ i 251 101 51 41 2.7 21

Table 4.1: Parameters of the numerical grid.

4.4 Implementation

4.4.1 Computational Domain and Simulation Parameters

Computational domain used for the present Large Eddy Simulations of the turbulent bound-

ary layer over a flat plate is schematically shown in figure 4.1 together with the coordinate

system. The grid is uniform in streamwise (x) and spanwise (z) directions; hyperbolic-

tangent stretching function is employed in wall-normal (y) direction to cluster the points

near the wall. Parameters of the current computational domain are summarized in table 4.1

and compared with the parameters used in LES of Lund et al. (1998) and Stolz & Adams

(2003). The domain size and the grid resolution is comparable in all three simulations; the

grid is fine enough to perform fully-resolved LES of the turbulent boundary layer without

the need for wall modeling (Piomelli & Balaras (2002)). Mach number is set to M = 0.15

in the present simulations. Reynolds number based on the inflow boundary layer thickness

Re δ i = U∞ δ i/ν∞ ∼ 7000.

4.4.2 Initial and Boundary Conditions

Initial conditions for the simulations are specified to preserve the correct spectrum of the

turbulent kinetic energy, as in the method of Lee et al. (1992). More details on the initial

conditions and on the behavior of the solution during the period of initial transient are

documented in Appendix C. No-slip and adiabatic boundary conditions are used at the

wall. The rescaling-recycling procedure described above is implemented to obtain incoming

quantities at the inflow, which are used for the formulation of subsonic inflow boundary

conditions based on locally one-dimensional Riemann invariants, described in section 2. A

slight modification to the procedure is implemented in the region outside of the boundary

layer: instead of doing rescaling and recycling, we set the quantities equal to their free-

stream values in order to avoid the drift in the streamwise mean velocity. More details can

be found in Appendix C. The recycle plane is located at the distance 12.5 δ i downstream of

the inlet plane. Top boundary is treated with the Riemann invariant boundary conditions
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as well, as described in chapter 2. Values corresponding to the edge of the boundary layer

are used to construct an incoming Riemann invariant. All other boundaries use generic

boundary conditions for the compressible code described in chapter 2.

4.4.3 Simulation Results

In this subsection, we present the results of the fully-developed boundary layer solution.

The solution was advanced in time with a time step of roughly 0.1 viscous time units

(∆t ∼ 0.1 ν/u2
τ ). After it reached the computational time of 125 inertial timescales (t ∼

125 δ i/U∞), we began accumulating the statistics. Temporal development of the velocity-

derivative skewness (see Appendix C) shows, that initial transient lasts for about 80 inertial

timescales, so the TBL solution is within the statistically-steady state at t ∼ 125. The

statistics were sampled over a period of 210 δ i/U∞. According to Spalart (1988), the typical

timescale of the turbulence, i.e. the ratio of its energy to its production rate, is about

3 δ⋆/U∞ for Reθ ∼ 1410, or about 0.4 δ/U∞ in terms of δ/U∞. So, the turbulent energy

is dissipated and regenerated about 500 times during our sample period, which is more

than enough for the statistics to converge. Due to the limited availability of experimental

and computational data on turbulent boundary layers for the regime of low Mach number

(M = 0.15), we compare our results with incompressible experimental and numerical data.

Streamwise Evolution of the Boundary Layer

To document the streamwise evolution of the boundary layer, we plot 99% boundary layer

thickness versus Reθ in figure 4.3. Momentum integral estimate based on the Coles’ law of

the wake (Coles (1956)) described in Appendix C, as well as the data from experiments of

Pietrzyk et al. (1990) and DNS of Ferrante & Elghobashi (2004) are also plotted. Bound-

ary layer thickness is normalized by its inflow value δ i. Since Reθ i = 910 is the Reynolds

number at the inflow in the current simulations, δ i is taken as the boundary layer thickness

corresponding to Reθ = 910 to normalize experimental data, DNS of Ferrante & Elghobashi

(2004) and momentum integral estimate. Rather good agreement is obtained, where the

results of the current simulations lie between the experiments of Pietrzyk et al. (1990) and

simulations of Ferrante & Elghobashi (2004). Non-zero curvature of the graph δ/δ i in the

current LES is similar to the curvature in Code-A simulations of Ferrante & Elghobashi

(2004) performed with the rescaling-recycling procedure, which might be due to the inherent

properties of the procedure. Streamwise evolution of the displacement thickness δ ⋆/δ i and

momentum thickness θ/δ i versus Reθ is shown in figures 4.4 and 4.5, respectively. Again,
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good agreement is obtained between the current simulations and DNS of Ferrante & El-

ghobashi (2004), although both of the simulations produce the values of δ ⋆ and θ slightly

higher than the experiments and the momentum integral estimate. Note that the slope of

both δ ⋆/δ i and θ/δ i is in better agreement with the theoretical and experimental values,

than that of δ/δ i. We look at the dependence of Re θ on the streamwise coordinate x/δi in

figure 4.6. The origin of the coordinate system x = 0 is chosen to coincide with the stream-

wise location, where Reynolds number Re θ = 910, for all the data presented. The growth of

Re θ with the streamwise location is a little bit overpredicted in our simulations. It follows

from the momentum integral analysis, that dRe θ/dRex = cf/2. Since cf decreases with

the streamwise distance, the tangent d Re θ/dRex should also decrease. It increases in both

the current simulations and Code-B DNS of Ferrante & Elghobashi (2004). Since Code-B

simulations of Ferrante & Elghobashi (2004) are not performed with the rescaling-recycling

procedure, but use the precomputed time-accurate solution at the inflow, this disagreement

is probably not due to the rescaling-recycling technique. The reason for this unexpected

behavior in the present simulations is an existence of a mild adverse mean pressure gradient.

Plot of the mean pressure versus the streamwise distance at the edge of the boundary layer

is shown in figure 4.2. Adverse pressure gradient d (P/P∞)/d (x/δi) ∼ 1 · 10−5 is observed.

Presence of this positive pressure gradient comes from the outflow boundary conditions.

Current LES code uses parabolized Navier-Stokes equations as the outflow boundary condi-

tions. DNS of Ferrante & Elghobashi (2004), where the same erroneous behavior is observed,

employ convective outflow conditions of the form ∂ ui/∂ t + U c ∂ u i/∂ x = 0. As a conclu-

sion, convective outflow conditions do not perform well for the case of turbulent boundary

layer and call for some improvement.

Evolution of the shape factor H = δ ⋆/θ versus Re θ is shown in figure 4.7. Large

amount of experimental and numerical data is available for the shape factor, and some of it is

included in figure 4.7 in addition to the data from the sources mentioned previously. Existing

data show significant scatter, with the results of the present simulations lying within the

range of this scatter. We match the results of Pietrzyk et al. (1990) at the beginning of

the calculations, converging later to the experiments of Coles (1962) and simulations of

Spalart (1988). The slope of the curve is slightly higher at the beginning, but recovers

the correct value towards the end of the computational domain. Note exactly the same

behavior of the numerical results of Ferrante & Elghobashi (2004), although their shape

factor is lower, lying below the experiments of Coles (1962), but above the simulations of

Lund et al. (1998) and the momentum integral estimate. Similar behavior of the current
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Figure 4.2: Mean pressure versus streamwise distance at the boundary layer edge shows
slight adverse pressure, gradient, d (P/P∞)/d (x/δi) ∼ 1 · 10−5 .

LES and DNS of Ferrante & Elghobashi (2004) again suggests that the higher slope at the

beginning of the domain might be due to the rescaling-recycling procedure, confirmed by

the fact that the simulations of Lund et al. (1998) also show similar effect, though to less

extent. Local skin friction coefficient, cf = 2τw/ρU 2
∞ is another important characteristics

of the boundary layer measured in the experiments. The behavior of cf versus Re θ is plotted

in figure A.6. Results of the presents simulations are within 7% of the experimental data,

showing a small underestimation of the computed skin friction coefficient. Mild adverse

pressure gradient introduced by the outflow boundary conditions (figure 4.2) is probably

the reason for this underestimation. The correct slope of the curve is recovered towards

the middle of the computational domain, consistent with the similar trend in the other

documented parameters.

Mean Quantities

Mean streamwise velocity profiles U/U∞ versus outer coordinate y/δ are shown in figure 4.9

for the three streamwise locations along the boundary layer, corresponding to Reθ =930,

1070 and 1260. Also shown are measurements of Murlis et al. (1982) for Reθ = 1368 and

DNS data of Spalart (1988) for Reθ = 1400. The correct streamwise evolution of the mean

velocity is recovered, showing fuller profiles with the increase in Reθ. Results of the current
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Figure 4.3: Streamwise evolution of 99% boundary layer thickness, δ/δ i, versus Reθ.
——–, current LES; − − −, momentum integral estimate; •, Pietrzyk et al. (1990); △,
Ferrante & Elghobashi (2004), Code-A: rescaling-recycling simulations; ¤, Ferrante & El-
ghobashi (2004), Code-B: main simulations using Code-A as inflow conditions.
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Figure 4.4: Streamwise evolution of the displacement thickness, δ ⋆/δ i, versus Reθ.
——–, current LES; −−−, momentum integral estimate; •, Pietrzyk et al. (1990); −·−·−,
Ferrante & Elghobashi (2004), Code-A and Code-B combined.
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Figure 4.5: Streamwise evolution of the momentum thickness, θ/δ i, versus Reθ.
——–, current LES; −−−, momentum integral estimate; •, Pietrzyk et al. (1990); −·−·−,
Ferrante & Elghobashi (2004), Code-A and Code-B combined.
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Figure 4.6: Dependence of the Reynolds number, Reθ, on the streamwise distance, x/δ i.
——–, current LES; − − −, momentum integral estimate; •, Pietrzyk et al. (1990); ¤,
Ferrante & Elghobashi (2004), Code-B.
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Figure 4.7: Evolution of the shape factor, H = δ ⋆/θ, versus Reθ. ———, current LES;
− − −, momentum integral estimate; △, Coles (1962); +, Murlis et al. (1982); ¤, Spalart
(1988); •, Pietrzyk et al. (1990); ◦, Fernholz & Finley (1996); — — —, Lund et al.
(1998); − · − · −, Ferrante & Elghobashi (2004), Code-A and Code-B combined.
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Figure 4.8: Evolution of the skin fiction coefficient, cf = 2τw/ρU2
∞, versus Reθ. ———,

current LES; − − −, momentum integral estimate; ◦, Hama (1954); △, Coles (1962); +,
Murlis et al. (1982); ¤, Spalart (1988); •, Pietrzyk et al. (1990).
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simulations for Reθ = 1260 agree very well with the measurements of Murlis et al. (1982) at

Reθ = 1368. Mean velocity profiles in wall units U + = U / u τ for the same three streamwise

locations are plotted in figure 4.10 versus inner coordinate y+. Empirical law of Spalding

y+ = U+ + 0.1108

{
e0.4U+ − 1 − 0.4U+ − (0.4U+)2

2!
− (0.4U+)3

3!
− (0.4U+)4

4!

}
(4.41)

is also plotted for comparison. Spalding law is the single formula fitting the experimen-

tal velocity distributions in the viscous layer and the transition region (Spalding (1961)).

Another common empirical correlation, the logarithmic law

U+ =
1

k
ln y+ + C (4.42)

with the standard choice of constants k = 0.41 and C = 5 (Spalart (1988)) and the viscous

law of the wall U+ = y+ are plotted as well. Numerical profiles closely follow the Spalding

law in the viscous layer and the transition region. They also agree better with the Spalding

fit in the logarithmic region than with the logarithmic law (4.42). Expected Reynolds

number dependence of the numerical results is displayed in the wake region: an increase

in U+ at the edge of the boundary layer due to the decrease in uτ with the streamwise

coordinate. Mean streamwise velocity profile in wall units at Reθ = 1260 is compared to

the available experimental and numerical data in figure 4.11. The agreement of LES results

with the other data is quite good. The slight discrepancy with the DNS of Spalart (1988), as

well as the measurements of Pietrzyk et al. (1990) and DeGraaf & Eaton (2000) is observed

in the logarithmic and in the wake region, where the computed mean velocity is slightly

higher. The same overprediciton of the mean velocity was also reported by Lund et al.

(1998), who state that this defect is a common feature of simulations using finite-difference

methods on relatively coarse meshes and is not related to the rescaling approach. They

support this claim by noting that the results of Rai & Moin (1993), obtained with the

random fluctuations method, contain the similar discrepancy. An interesting observation,

however, is that the current LES results agree almost perfectly with the measurements of

Murlis et al. (1982).



CHAPTER 4. TURBULENT BOUNDARY LAYER OVER A FLAT PLATE 124

0 0.4 0.8 1.2

y / δ

0

0.4

0.8

1.2

U
 /

 U
∞

Figure 4.9: Mean streamwise velocity, U/U∞, versus y/δ. ¤, Reθ = 930 (every third grid
point is shown); △, Reθ = 1070 (every third grid point is shown); ———, Reθ = 1260; •,
Murlis et al. (1982), Reθ = 1368; −−−, Spalart (1988), Reθ = 1410.
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Figure 4.10: Mean streamwise velocity in wall units, U + = U / u τ , versus y+. − − −,
Reθ = 930; — — —, Reθ = 1070; ———, Reθ = 1260; •, Spalding law: equation
(C.1); − · − · −, log law: U+ = ln y+/0.41 + 5; △, law of the wall: U+ = y+.
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Figure 4.11: Mean streamwise velocity in wall units, U+ = U/u τ , versus y+. ———,
current LES, Reθ = 1260; △, Murlis et al. (1982), Reθ = 1368; − − −, Spalart (1988),
Reθ = 1410; •, Pietrzyk et al. (1990), Reθ = 1296; ◦, DeGraaf & Eaton (2000), Reθ = 1430.

Turbulence Quantities

Figure 4.12 shows profiles of velocity fluctuations u ′+, v ′+, w ′+ and the shear stress u ′+ v ′+

in wall units at three streamwise locations, Reθ =930, 1070 and 1260, versus outer coor-

dinate y/δ. Here and further throughout the discussion turbulence quantities are aver-

aged in the homogeneous spanwise direction. All of the profiles generally exhibit an ex-

pected Reynolds number behavior, showing larger values of maximum intensities for larger

Reynolds numbers. However, it is quite difficult to follow the trend of the fluctuations with

the Reynolds number in the outer region of the boundary layer, amplified by the fact that

the Reynolds numbers considered are not far apart. Comparison of the computed fluctua-

tions and shear stress profiles at Reθ = 1260 with the available experimental and numerical

data is shown in figure 4.13. The profiles are plotted versus the inner coordinate, y+, in

figure 4.13. The overall agreement is quite good. The computed profiles of v ′+, w ′+ and

u ′+ v ′+ lie lower than the experimental data and DNS profiles of Ferrante & Elghobashi

(2004), most likely due to the smaller Reynolds number in our calculations. The only sig-

nificant deviation is an overprediction of the peak streamwise velocity fluctuations u ′+, in

spite of the lower Reynolds number. DNS of Ferrante & Elghobashi (2004) also show the

same overprediction. Moreover, this feature is also present in the LES of Lund et al. (1998).
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Figure 4.12: Velocity fluctuations and shear stress profiles in wall units versus y/δ. −−−,
Reθ = 930; — — —, Reθ = 1070; ———, Reθ = 1260. Upper group of curves: u ′+;
second from the top: w ′+; third from the top: v ′+; bottom group: u ′+v ′+.

Lund et al. (1998) hypothesize that this defect is similar to the velocity overshoot in the

mean velocity profile and is related to the resolution problems and/or numerical method

and not to the rescaling procedure. They support this statement, again, by noticing the

similar problem in the data of Rai & Moin (1993) and other TBL calculations of Lund et al.

(1998) performed with the methods other than rescaling-recycling technique. Resolution

should not be a problem, however, in the DNS of Ferrante & Elghobashi (2004) that show

the same overshoot. No further efforts has been made in the present work to isolate the

effects of resolution, numerical method and the rescaling-recycling procedure, and the re-

sults were found satisfactory for the purpose of specifying time-accurate inflow conditions

for Large Eddy Simulations of film cooling above the flat plate.

4.4.4 Extension to Wider Domain

When the fully-developed boundary layer solution is obtained, we extend the calculations

from the original domain with Lz = π/2 δ i and Nz = 32 to the wider domain with

Lz = 6.8 δ i and Nz = 128, required for the film cooling simulations . Grid dimensions

and node count in x and y directions stay the same. In order to perform this extension, we

stack four samples of an instantaneous field together in spanwise direction and continue the
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Figure 4.13: Velocity fluctuations and shear stress profiles in wall units versus y+. ———,
current LES, Reθ = 1260; •, Spalart (1988), Reθ = 1410; ◦, DeGraaf & Eaton (2000),
Reθ = 1430; − − −, Ferrante & Elghobashi (2004), Reθ = 1430. Upper group of curves:
u ′+; second from the top: w ′+; third from the top: v ′+; bottom group: u ′+v ′+.

calculations on the wide domain. To visualize initial conditions for the wide domain calcu-

lations, contours of instantaneous vertical velocity in the vertical cross-section x/δ i ∼ 4.25

are plotted in figure 4.14. Discontinuities due to the superposition of different solutions are

visible in places, where the solutions are “glued” together. With time, these discontinuities

smooth out (see figure 4.15 plotted at time twide ∼ 22 δ i/U∞, where twide is the time of

calculations on the wide domain). Wide domain calculations are run till twide ∼ 100 δ i/U∞

before feeding the data to film cooling simulations.

Spanwise structure of the boundary layer can be visualized by looking at contours of

instantaneous wall normal vorticity ω y

(
δν/u3

τ

) 1

2 in a wall-parallel plane y+ ∼ 11, shown

in figure 4.16. Near-wall streaks with the spanwise spacing of about 100 to 140 wall units

are identifiable, consistent with the LES of Stolz & Adams (2003). The highly intermit-

tent boundary layer with turbulent bursting effects can be appreciated from the density

distribution in a longitudinal cross-section, figure 4.17.
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Figure 4.14: Contours of instantaneous vertical velocity in the vertical cross-section x/δ i ∼
4.25. Initial conditions for the wide domain, twide = 0.
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Figure 4.15: Contours of instantaneous vertical velocity in the vertical cross-section x/δ i ∼
4.25, twide ∼ 22 δ i/U∞.
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Figure 4.17: Contours of instantaneous density in a longitudinal cross-section.



Chapter 5

Simulation of Film Cooling

5.1 Introduction

This chapter concerns the numerical simulation of film cooling above the flat plate using

LES technique. Experimental and numerical setup of the problem are specified in sec-

tions 5.2 and 5.3, respectively. Results of Large Eddy Simulations of the chosen cooling

regime are presented next. Time-averaged flowfield is described in section 5.4. Steady phe-

nomena associated with the flow inside the plenum, film hole and in the crossflow region

are identified. Velocity field is compared to experimental values at some locations above

the surface. Unfortunately, no experimental data is available for the flow inside the cooling

hole and the plenum for this exact geometry. Turbulence statistics of the resulting flow are

presented in section 5.5 and comparison with experiments is made. Cooling performance

is discussed in section 5.6 by presenting the results of the time-averaged temperature field

and adiabatic film cooling effectiveness.

5.2 Experimental Setup

Film cooling flow above the flat plate with cooling jets issued at an angle with respect to

the surface is chosen as the target geometry for the present simulations. This geometry has

been extensively used in many experiments. The details of the geometry are taken from

experimental study of Pietrzyk et al. (1989), Pietrzyk et al. (1990) and reproduced here

in figure 5.1. It consists of a large stagnation type plenum feeding an array of cylindrical

film holes laterally separated by the distance 3 d, where d is the diameter of the hole.

They are inclined at 35◦ with respect to the test plate. The length to diameter ratio of

130
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Figure 5.1: Geometry of film cooling test plate in experiments of Pietrzyk et al. (1989).

the cooling holes is L/d = 3.5. Present experimental setup is considered to be rather

accurate representation of realistic gas turbine engine conditions, featuring at the same

time quite simple geometry, which is easy to model and analyze. Pietrzyk et al. (1989)

used LDV to measure three components of velocity along with normal and shear stresses at

different spatial locations above the test plate for blowing ratios B = 0.25, 0.5 and 1 and a

density ratio DR = 1. Pietrzyk et al. (1990) repeated those measurements for the flow with

B = 0.5 and DR = 2. Almost identical setup, with the only difference that cooling holes

were shorter, L/d = 1.75 instead of L/d = 3.5, was used by Sinha et al. (1991) to perform

surface measurements of adiabatic film cooling effectiveness for various density and blowing

ratios. Furthermore, Kaszeta et al. (1998) investigated effect of streamwise versus lateral

injection for a similar configuration, but with L/d = 2.3. For streamwise injection case, two

velocity ratios, B = 0.5 and 1, were used. He documents the mean velocity, turbulence shear

stresses and eddy diffusivity at the spanwise cross-sections along the surface. Comparison of

the numerical results is performed with the data of Pietrzyk et al. (1989) for mean velocity

and turbulent stresses and with the data of Sinha et al. (1991) for adiabatic effectiveness.

5.3 Numerical Setup

5.3.1 Computational domain

Computational domain for performing simulations of film cooling geometry presented above

is shown in figure 5.2 together with the coordinate system used. Origin of the coordinate

system is located on the test plate at the leading edge of the jet. Because of the inclination



CHAPTER 5. SIMULATION OF FILM COOLING 132

of the jet, and hence an elliptical shape of the hole exit cross-section, the trailing edge is

located at x/d ∼ 1.74. Computational domain consists of three different parts: plenum,

film hole and a crossflow region. As described in chapter 2, plenum and film hole are

calculated with the low Mach number code, and the crossflow region is computed with

the compressible code. We summarize characteristics of each subdomain in table 5.1, all

distances are expressed in terms of the film hole diameter d. For the cylindrical domains,

dimensions are documented as L × D, where L is the length of the cylinder and D is its

diameter; for the box, Lx × L y × L z dimensions are listed. Note that the length of the

cylindrical domain corresponding to the cooling hole is 6.7 d, whereas the length of the

physical hole is 3.5 d (see section 5.2). This mismatch occurs due to the overlap regions of

the film hole domain with the other domains both at the top and the bottom parts. The

size of the overlap regions can be seen in figure 5.3, where two-dimensional projection of the

numerical grid on the x−y plane is plotted. Compressible code domain starts 1 d upstream

of the leading edge of the jet and extends to 5 d downstream (see figure 5.3). Number of

grid points is specified as Nx × N r × N θ for the cylindrical domains and Nx × N y × N z

for the box, respectively. Grid for the film hole is uniform. Since plenum is represented by

a large reservoir, much larger than the film hole itself, grid stretching is required for the

plenum in both axial and radial directions to ensure adequate resolution at the top wall

boundary layer and in the region of high gradients next to the hole-plenum intersection,

where the flow turns into the film hole. For the compressible domain, the grid is clustered

in x direction to resolve the wake region below the jet, and also in y direction to resolve

the wall boundary layer; the grid is uniform in z direction. Grid resolution in both x and y

directions for the compressible domain is shown in figure 5.4. Generally, low Mach number

code requires finer mesh than the compressible code due to an absence of any artificial

dissipation in the low Mach number code. Simulations performed on coarser meshes are

compared to the LES obtained with the present mesh by looking at some key features in

Appendix D.

5.3.2 Simulation Parameters

Parameters identifying the simulated cooling regime are chosen to closely match those from

experiments of Pietrzyk et al. (1989). However, density ratio of unity was used in these

experiments, and no cooling effectiveness was measured. In order to compare velocity and

turbulence field with the measurements of Pietrzyk et al. (1989) and at the same time obtain

information about film effectiveness, density ratio of DR = 0.95 was used in the present
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Figure 5.2: Numerical grid for film cooling simulations.

Figure 5.3: Front view of the numerical grid.

Geometry component Plenum Film hole Crossflow region

Domain type Cylinder Cylinder Box

Domain dimensions 5 d × 5 d 6.7 d × d 6 d × 2 d × 3 d

Number of grid points 256 × 512 × 64 936 × 64 × 64 128 × 128 × 128

Mesh type Stretched Uniform Stretched

in x and r in x and y

Minimum resolution 0.004d × 0.0025d× 0.007d × 0.008d× 0.025d × 0.001d×
×0.1 rad ×0.1 rad ×0.023d

Table 5.1: Characteristics of the numerical grid.
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Figure 5.4: Grid resolution for the compressible domain.

DR V R B I

Experiments 1 0.5 0.5 0.25

Simulations 0.95 0.5 0.475 0.2375

Table 5.2: Comparison of flow parameters used in experiments of Pietrzyk et al. (1989) and
in the current LES.

LES, matching the velocity ratio to the value of Pietrzyk et al. (1989). This slight change in

density ratio led to a slight mismatch between other flow parameters, which are contrasted

in table 5.2.

Mainstream boundary layer was purposely tripped in experiments to promote its tran-

sition to the turbulent state. In fact, usually film cooling experiments that use a flat plate

as a test surface involve turbulent boundary layers, as opposed to experiments dealing with

simulated leading edge geometry or airfoils, where approaching boundary layer is kept lam-

inar. The reason for that comes from an attempt to match gas turbine engine environment.

For the turbine component, boundary layer is laminar at the leading edge. Intensive cool-

ing of the leading edge involving multiple jet injection, referred to as showerhead cooling,

triggers the boundary layer transition. Boundary layer becomes fully turbulent by the time

it reaches the flat portion of the blade. Special LES of turbulent boundary layer described

in chapter 4 was performed in order to obtain realistic inflow conditions for the present sim-

ulations. Turbulent boundary layer characteristics in experiments of Pietrzyk et al. (1989)
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δi/d δ∗i /d θi/d Reθi Red

Experiments 0.52 0.089 0.059 946 16000

Simulations 0.47 0.087 0.059 938 16000

Table 5.3: Crossflow boundary layer characteristics at x/d = −2 for experiments of Pietrzyk
et al. (1989) and current LES.

Component Plenum Film hole Crossflow region

Inflow Constant velocity, Coupling Mainstream: turbulent b.l.
constant temperature Cooling gas: coupling

Outflow Coupling Coupling Parabolized N.S.

Walls No-slip, adiabatic No-slip, adiabatic No-slip, adiabatic

Top Subsonic outflow

Table 5.4: Summary of the boundary conditions for each subdomain.

measured upstream of the jet injection at the location x/d = −2 are reported in table 5.3.

Simulation parameters for the turbulent boundary layer at the same location x/d = −2 are

also documented in this table.

5.3.3 Boundary Conditions

Boundary conditions used for each individual subdomain in the current LES are summa-

rized in table 5.4. The reader is referred to chapter 2 for a detailed description of each

specific boundary condition. Constant velocity and temperature supplied at the inflow to

the plenum are determined as
Upl

U∞

=
V R

(D/d)2
, (5.1)

Tpl

T∞

= DR, (5.2)

where D is the diameter of the plenum.

5.4 Velocity Flowfield

We begin the description of the velocity flowfield by looking at the cross-sectional view of

the velocity magnitude contours and associated streamlines inside the plenum, film hole

and in the crossflow region, taken through the x − y symmetry plane of the geometry

(z/d = 0), hereinafter referred to as a center-plane. Time-averaged quantities are presented
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Figure 5.5: Mean velocity magnitude and streamlines inside the plenum, cooling hole and
above the plate.

in figure 5.5 and instantaneous quantities, in figure 5.6. Features of the flow inside the

plenum, film hole and above the test plate are analyzed below.

5.4.1 Flow Inside the Plenum

Flow in the plenum is mostly stagnating, except for the region very close to the exit,

where it rapidly accelerates due to the narrow exit cross-section and turns into the film

hole (see figure 5.5). The flow particles approaching the leading edge of the plenum exit

cross-section turn smoothly. However, particles approaching the trailing edge of the exit

cross-section have to undergo sharp 135◦ turn. They accelerate more rapidly, resulting in

higher exit velocities, which can be seen in figure 5.7, where mean vertical velocity contours

at the plenum exit cross-section are plotted. The cross-section is elliptical since it is an
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Figure 5.6: Instantaneous velocity magnitude and streamlines inside the plenum, cooling
hole and above the plate.
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Figure 5.7: Vertical velocity contours at the plenum exit cross-section.

intersection of inclined cylindrical hole with a flat surface. Vertical velocity profiles along

different horizontal lines through the center-plane of the plenum (marked in figure 5.5) are

shown in figure 5.8. Skewness in velocity towards the downstream wall due to the more

rapid flow acceleration near the downstream corner is evident. Note the sharp peak at the

plenum exit velocity due to the quick turn at the downstream corner. Fast decay in velocity

away from the plenum exit is also observed.

5.4.2 Flow inside the Film Hole

Sharp turn at the trailing edge of the plenum exit cross-section causes the flow to separate

from the downstream wall of the film hole, as can be seen by looking at the close-up of

the mean velocity magnitude and a streamlines inside the film hole in figure 5.9(a). This

separation results in a zone of a slow moving flow next to that wall. To conserve the total

mass flux, the flow accelerates upstream of this slow moving zone, producing the so-called

“jetting” effect described by Leylek & Zerkle (1994), Walters & Leylek (1997), Peterson

& Plesniak (2005) etc. To understand the jetting phenomenon better, contours of mean

vertical velocity in two cross-sections perpendicular to the hole centerline are visualized in

figure 5.9(b). The location of the cross-sections is marked in figure 5.9(a). In-plane mean

streamlines for the lower cross-section are also shown. Ellipses at the bottom and the top



CHAPTER 5. SIMULATION OF FILM COOLING 139

-6 -4 -2 0 2

x/d

0

0.2

0.4

0.6

v
 /
 U

 ∞

Figure 5.8: Vertical velocity along the horizontal lines through the plenum center-plane.
Solid lines, from top to bottom: (y − y top)/d = 0, −0.25, −0.5, −1, −2. y top is the
coordinate of the top plenum wall; dash-dotted line, plenum centerline.

of the figure correspond to the plenum exit and the hole exit cross-sections, respectively. It

is seen from the figure that jetting results in the recirculating flow in the transverse planes

of the film hole (captured in bottom cross-section). This recirculating flow brings the fluid

particles from the upstream wall (where the jetting region is located) to the downstream

wall, which can also be seen by the unstable node points in a streamline pattern of fig-

ure 5.9(b) close to the downstream wall (meaning that the flow enters from out of plane

into these node points). The separation zone does not extend all the way to the test plate

in the current simulations due to the relatively low blowing ratio of 0.475. No recirculation

is observed at the top cross-section. However, an effect of the separation zone is still notice-

able at this cross-section by the existence of a low momentum flow in the middle part of the

cross-section. In fact, this momentum deficit extends all the way to the hole exit resulting in

an exit velocity distribution, which is the opposite to the one of a fully developed pipe flow.

This is documented in figure 5.10, where mean vertical velocity contours at the film hole

exit cross-section are shown. Velocity is the lowest in the central part of the cross-section,

but it would be the highest there for the fully-developed laminar or turbulent pipe flow.

In the compressible code, jet exit cross-section is approximated as a staircase, explaining

the diamond shapes of the contour lines with zero vertical velocity at the leading edge in

figure 5.10. More details on the staircase approximation together with an enlarged view of
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the velocity contours can be found in section 2.5 of the chapter 2.

Vertical velocity profiles taken through the horizontal lines y/d = −1.4 (separation

zone), y/d = −0.7 (end of a separation zone) and y/d = 0 (film hole exit) across the center-

plane are shown in figure 5.11 (see the relative location of the horizontal lines across the

hole in figure 5.5). Strong peak due to the jetting effect followed by a dimple due to the

separation zone is observed for y/d = −1.4 profile. Both peak and a dimple move upstream

and flatten as the flow proceeds further into the hole corresponding to a lateral growth

of a separation zone and migrating of a jetting region towards an upstream wall. By the

time the flow reaches the hole exit, separation effect is largely decreased, however, a slight

velocity deficit in the center is still noticeable. It is interesting to note that vertical velocity

peaks at the downstream corner of the hole–plate intersection. This local acceleration is

probably caused by the low pressure region underneath the jet created due to the turning

of the jet by the crossflow.

Comparison of jet exit velocity profiles with experimental data is presented in figure 5.12

versus x/d and in figure 5.13 versus z/d. Deficit in both streamwise and vertical velocity in

the center of the jet exit cross-section due to the separation inside the hole exists extending in

both streamwise and spanwise direction, showing the three-dimensionality of the separation

bubble. Large spanwise velocity pointing away from the centerline is observed at the lateral

edges of the jet at x/d = 1.6, close to the cross-section trailing edge. This indicates the

beginning of a lateral diffusion of the jet. Overall, comparison with experiment is very good.

The only disagreement is a slight overprediction in streamwise velocity at the downstream

part of the cross-section, which can be seen from figures 5.12 and 5.13(b).

The documented flow inside the film hole shows the crucial influence of the plenum

conditions on a flow inside the hole and therefore jet exit velocity distribution. Although

large stagnation-type reservoir, normally used in cooling experiments and therefore modeled

here, might not be representative of an actual serpentine-type plena used in real turbine

engines, present findings do indicate an importance of inclusion of exact plenum conditions

into film cooling simulations. The influence of plenum is transported onto the blade surface

because of the short length of the cooling holes. Exact pattern of the flow inside the hole

will depend on an exact geometry and, in fact, will be different for every single hole on

an airfoil surface due to a different hole entrance conditions. It is arguable whether the

separation inside the hole will always occur. Peterson & Plesniak (2002, 2004) studied the

influence of a flow direction in the plenum on the flow inside the normally oriented cooling

hole and above the test surface and showed that downstream in-hole separation occurs for
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(a) Contours of mean velocity magnitude and
streamlines in the center-plane.
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(b) Contours of mean vertical velocity and stream-
lines in the cross-sections perpendicular to the hole
centerline.

Figure 5.9: Flow inside the film hole.
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Figure 5.10: Contours of mean vertical velocity in the jet exit cross-section.
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dash-dotted line, y/d = −0.7; solid line, y/d = 0 (jet exit cross-section).
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Figure 5.13: Comparison of jet exit velocity profiles with experiment. Lines, calculations;
symbols, experiments (Pietrzyk et al. (1989)). Top curve, streamwise velocity; middle curve,
vertical velocity, bottom curve, spanwise velocity.
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the counter-flow plenum, and upstream in-hole separation for the co-flow plenum. They also

concluded that the influence of a plenum conditions on jet-mainstream interaction during

film-cooling is extremely high.

5.4.3 Flow above the Test Plate

Three-Dimensional View

Jet-mainstream interaction occurs above the test plate, making the structure of the flow

in this region highly three-dimensional and complex. To visualize the three-dimensionality

of the flow and its coherent steady vortical structures, mean three-dimensional streamlines

in the crossflow region are plotted in figure 5.14. Contours of vertical velocity at the wall

are also shown marking the film hole boundary. Among steady vortical structures visible

in the figure are horseshoe vortex upstream of the hole and another three-dimensional

vortical structure downstream of the hole. Magnified view of both of these vortex systems is

presented in figure 5.15. Horseshoe vortex occurs as a result of a blockage of the crossflow by

the jet. Not being able to penetrate through the jet, boundary layer vorticity is transported

around its circumference, gradually reorienting in streamwise direction. In case of a normal

injection, horseshoe vortex gets entrained into the jet quite fast due to a strong upstream

secondary motion in the jet wake. In the present case of inclined jet, however, upstream

secondary motion is not as strong, and the horseshoe vortex persists far downstream, as

can be seen in figure 5.14 (only one leg of the horseshoe vortex is captured in figure. A

symmetrical leg on the other side of the jet exists as well). The downstream vortex occurs

due to the entrainment of a crossflow fluid bending around the jet back to the center-

plane by the low pressure zone created behind the jet due to the crossflow blockage. Being

pushed towards the center-plane, the crossflow fluid is entrained into the vortical motion

bringing it down to the wall and back underneath the jet. A similar structure was observed

by Peterson & Plesniak (2002, 2004) in case of a normal jet injection and was named a

downstream spiral separation node (or DSSN vortex). Because of the existence of a spiral

node in the streamline pattern for the currently observed vortex, it will be referred to as

DSSN vortex as well.

Cross-Sectional Views

Front View

A signature of the horseshoe vortex at the upstream corner of the hole and the DSSN
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Figure 5.14: Three-dimensional mean streamlines in the crossflow region.
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Figure 5.15: Magnified view of the crossflow vortex systems.
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vortex downstream of the hole is visible on the center-plane view in figure 5.5. Convergence

of the jet streamlines after injection indicates a jet lift-off and is compensated by a spanwise

spreading. The low-momentum wake between the jet and the wall is visible, which consists

of an entrained crossfow fluid and a jet fluid shed from the lateral edges of the jet. To assess

a streamwise location of the horseshoe and the DSSN vortex, a magnified view of the two-

dimensional x − y projection for both of these vortical systems is presented in figure 5.16.

Horseshoe vortex (figure 5.16(a)) is originated right before the jet injection, x/d ∼ −0.05,

and lies very close to the wall, at y/d ∼ 0.01. Another interesting phenomenon seen in

figure 5.16(a) is the crossflow ingestion into the hole creating a vortex next to the upstream

wall with a vorticity sign opposite to that of a horseshoe vortex. This vortex is similar

to a hanging vortex observed in normal jets (Iourokina & Lele (2005), Muppidi & Mahesh

(2005)). Looking at DSSN vortex (figure 5.16(b)), one can notice that the streamlines

create a pattern of an unstable vortex, located at x/d ∼ 2, y/d ∼ 0.07. Being entrained

into the vortex, some of the fluid proceeds downstream towards the wall, some merges with

the wake of the jet, and some impinges on the wall right beneath the vortex and reverses

the direction to join with the lower part of the jet.

Now we look at the mean velocity profiles and compare them with experimental values.

Streamwise and vertical velocity profiles along the horizontal lines y/d = 0.15 (through

the DSSN vortex) and y/d = 0.3 (through the wake of the jet) at the center-plane are

shown in figure 5.17. The gap in vertical velocity due to the flow separation completely

disappears by y/d = 0.15 showing that the jet recovers from the influence of the in-hole

separation. The gap still exists, however, in the streamwise velocity profile. Overall, the

values of u are increasing and the values of v are decreasing with the distance from the wall,

corresponding to the bending of the jet. Right behind the hole trailing edge, both u and

v drop significantly, marking the low momentum region associated with DSSN vortex. No

negative values for u and v, however, are observed at y/d = 0.15, which would be expected

for the recirculating flow. This is because the vortex exists closer to the wall; vortex core is

observed at about y/d ∼ 0.07 and the region of reverse flow lies beneath it. Unfortunately,

no measurements were performed below y/d = 0.15, and comparison with experiments is

not possible. Computational profiles of u and v plotted at y/d = 0.05 indeed show the

negative values at x/d ∼ 2 for both streamwise and vertical velocity (figure 5.18).

No gap due to the in-hole separation is visible at y/d = 0.3. Both streamwise and ver-

tical velocity profiles acquire usual jet-like parabolic form. Streamwise velocity upstream

of the jet at y/d = 0.3 is larger compared to y/d = 0.15 consistent with the boundary
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Figure 5.16: Magnified view of the crossflow vortex systems.

layer velocity distribution. Both streamwise and vertical velocity profiles are smoother at

y/d = 0.3, indicating that sharp gradients occurring during the initial interaction between

the jet and the crossflow are smoothing out.

Transverse View

To document the spanwise development of the jet, we first look at the spanwise cross-

sections along different streamwise locations. Velocity magnitude contours together with the

mean streamlines for the planes cutting through the film hole exit are plotted in figures 5.19

and 5.20 and those downstream of the film hole exit, in figures 5.21 and 5.22. Roll up of

the shear layer vorticity on the lateral sides of the exit cross-section is noticeable at x/d = 1.

These vortices grow in size as the observer moves downstream and start entraining crossflow

fluid, creating a recirculating motion from the lateral sides of the jet to the wall and up into

the wake, forming counter-rotating vortex pair (CRVP). The location of CRVP corresponds

to the wake of the jet. Another vortex pair with the circulation opposite to that of CRVP is

seen next to the wall at z/d = ±1. Contrary to CRVP, these vortices do not expand laterally

and remain of approximately the same size. These are the legs of a horseshoe vortex seen in

figure 5.14. Interaction between the jets (due to periodicity) also comes into play as the jets

expand laterally, and is quite significant by x/d = 5, showing that another pair of vortices

is formed between the jet cores (lateral edges of the transverse cross-section).

We plot velocity distribution at three spanwise cross-sections, x/d = 1, x/d = 3 and
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Figure 5.17: Velocity profiles along the horizontal lines in the center-plane. Top curve,
streamwise velocity; bottom curve, vertical velocity. Solid line, simulations; symbols, ex-
periments (Pietrzyk et al. (1989)).
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Figure 5.18: Velocity profiles along the horizontal line y/d = 0.05 in the center-plane. Top
curve, streamwise velocity; bottom curve, vertical velocity.
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x/d = 5, in figures 5.23, 5.24 and 5.25, respectively. Profiles along the lines y/d = 0.15 and

y/d = 0.3 are documented for each cross-section. At x/d = 1, streamwise velocity profile

is almost uniform across z, indicating that inclined jet with relatively low momentum ratio

starts bending in a crossflow direction right away. However, at this streamwise location, it

still penetrates vertically into crossflow, which can be judged from the high values of vertical

velocity at both y/d = 0.15 and y/d = 0.3. Notice high values of spanwise velocity away

from the center-plane at x/d = 1, showing fast lateral spreading of the jet during the initial

period of interaction. At x/d = 3, streamwise velocity profile is significantly different from

the one at x/d = 1, with the large gap in the middle. This gap is due to the wake underneath

the jet, where crossflow fluid is being entrained by CRVP. A narrow spike of vertical velocity

is seen at y/d = 0.15, which is much weaker at y/d = 0.3. This spike is quite different from

the wider top-hat profile at x/d = 1 due to the jet penetration. It corresponds to the

bulk upward vertical motion induced by CRVP. Note that spanwise velocity at y/d = 0.15

reversed its sign, pointing now towards the center-plane, corresponding to CRVP entraining

motion. Spanwise velocity still points away from the center-plane at y/d = 0.3, since CRVP

does not yet extend vertically to y/d = 0.3. Magnitude of spanwise velocity is highly

reduced, however, showing that the strong spanwise expansion is now over. At x/d = 5,

lateral entrainment by CRVP exists at both y/d = 0.15 and y/d = 0.3 indicated by the

sign of spanwise velocity. Note that values absolute values of both spanwise and vertical

velocity are now very small, since CRVP motion becomes slower as its radius grows. Gap in

streamwise velocity is also not as large now, because of the lateral mixing of the crossflow

with the wake fluid. It is interesting to note a waving in streamwise velocity for y/d = 0.15

for all three spanwise cross-sections occurring at z/d ∼ ±1, apparently associated with the

horseshoe vortex. It looks like horseshoe vortex is moving with a lower speed than the

rest of the fluid. Waving in streamwise velocity at y/d = 0.3 also exists, though not as

pronounced. This trend is somewhat noticeable in experimental data as well, especially at

x/d = 3. Slight oscillations in vertical velocity also exists at y/d = 0.15 for x/d ≥ 3, due to

the interaction between the jets observed in figures 5.21 and 5.22.

Horizontal View

Near-wall structure of the jet-crossflow interaction varies significantly with blowing ratio

in case of normal jet injection. At high blowing ratio, unsteady upright vortices exists in

the wake, reorienting boundary layer vorticity in vertical direction and bringing crossflow

fluid into the wake. Vortex shedding resembles the Karman vortex street more and more
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Figure 5.19: Velocity magnitude and mean streamlines at the transverse planes cutting
through the film hole exit.
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Figure 5.20: Velocity magnitude and mean streamlines at the transverse planes cutting
through the film hole exit.
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Figure 5.21: Velocity magnitude and mean streamlines at the transverse planes downstream
of the film hole exit.
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Figure 5.22: Velocity magnitude and mean streamlines at the transverse planes downstream
of the film hole exit.
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Figure 5.23: Velocity profiles for the transverse plane x/d = 1. Lines, simulations; symbols,
experiments (Pietrzyk et al. (1989)). — — —, •; streamwise velocity; ———, △,
vertical velocity; −−−, ◦, spanwise velocity.
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Figure 5.24: Velocity profiles for the transverse plane x/d = 3. Lines, simulations; symbols,
experiments (Pietrzyk et al. (1989)). — — —, •; streamwise velocity; ———, △,
vertical velocity; −−−, ◦, spanwise velocity.
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Figure 5.25: Velocity profiles for the transverse plane x/d = 5. Lines, simulations; symbols,
experiments (Pietrzyk et al. (1989)). — — —, •; streamwise velocity; ———, △,
vertical velocity; −−−, ◦, spanwise velocity.

with increase in the blowing ratio. The near-wall structure is completely different for low-

momentum normal jets. Large “dead” zone exists behind the jet with almost no flow,

occupied by two slowly recirculating vortices. The flow behind low-momentum inclined jet

does not follow any of these two scenarios. No vortex shedding occurs, and no “dead” zone

is formed. Instead, two small recirculating vortices exist close to the wall at the lateral edges

of the jet. Flow initially bending around the jet rapidly converges back towards the center-

plane. This pattern can be seen in figure 5.26, where mean spanwise velocity and streamlines

at the horizontal y/d = 0.015 cross-section are presented. Two recirculating vortices behind

the jet are visible, corresponding to the large values of spanwise velocity towards the center-

plane. Node point at x/d ∼ 2.1 is observed, coinciding with the location of DSSN vortex

described earlier. Therefore, recirculating motion in the near-wall horizontal cross-section

is associated with the backward motion of the fluid underneath DSSN vortex into the jet

and, seen in figure 5.16(b). The three-dimensional mechanism of DSSN vortex seems to be

completely different from the dynamics of upright vortices of the high-momentum normal

jets, since it brings fluid from the wake to the wall, whereas upright vortices bring the fluid

from the wall to the wake. DSSN vortex can possibly be of the same nature as the “dead

zone” with the slow moving recirculating flow behind the low-momentum normal jets, but

significantly reduced in size due to the inclination of the jet. It is undoubtedly associated
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Figure 5.26: Mean spanwise velocity and streamlines in the horizontal y/d = 0.015 cross-
section.

with the jet lift-off, and its streamwise, as well as vertical spreading most likely depends on

the blowing ratio.

As far as comparison of mean velocity flowfield with experiments is concerned, the

overall agreement is very good. An only disagreement seems to be a slight overprediction

of streamwise velocity, especially in the far field.

5.5 Turbulence Statistics

Turbulence field and its comparison with experiments is presented in this section. Turbu-

lence statistics was accumulated over a period of t ∼ 48 d/U∞. This sampling interval is

large enough to achieve the convergence of the mean quantities. However, it is not sufficient

for the convergence of the second moments and the derived quantities. Limited averaging
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time results in spiky profiles for these quantities, which will be smoothed out by adding

more samples. Importance of SGS turbulence model is assessed in Appendix D.

5.5.1 Front View

Normal Stresses

Turbulent Kinetic Energy

Contours of turbulence kinetic energy (TKE),
√

k/U∞, where k = (u′2 + v′2 + w′2)/2,

in the center-plane for the plenum, film hole and a crossflow region are plotted in figure

5.27. There are three dominant regions of high kinetic energy, with TKE levels greater than

18%.:

1. The corner between the plenum and the downstream film hole wall, where the flow

undergoes sharp 135 degree turn. Some peculiar behavior of TKE near the jet cen-

terline close to the intersection with the plenum is most likely a numerical artifact:

due to a proximity of the centerline, the grid cell volumes become very small; in a

control volume formulation of the low Mach number code, it means that the area next

to the centerline is the most susceptible to numerical instabilities (or the formation

of “wiggles”). Given the high level of unsteadiness introduced by the proximity of

a sharp corner, some numerical noise is accumulated in this region. Recall that no

artificial dissipation is used in low Mach number code to remove the energy from the

high wave number components.

2. A shear layer between the separated region next to the downstream hole wall and the

“jetting” region. Johnston et al. (2002) believe that Kelvin-Helmholtz instability of

this shear layer leads to a turbulence production in this region. This shear layer carries

high levels of turbulence into the crossflow region, explaining why the sharp corner

from the plenum enhances the turbulence levels above the test plate (see also Johnston

et al. (2002)). To get a better estimate of the levels of turbulence brought into crossflow

by the incoming jet due to the flow separation inside the hole, contours of TKE levels

in a jet exit cross-section are plotted in figure 5.28. Indeed, turbulence levels of up to

14% are noticeable in the middle of the cross-section.

3. Immediately behind the trailing edge of the hole exit cross-section, corresponding to

the location of a DSSN vortex.

Root Mean Square (RMS) Values of Velocity Fluctuations
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To look at the contribution of fluctuations of different velocity components to the tur-

bulent kinetic energy, contours of urms, vrms and wrms in the center-plane are shown in

figures 5.29, 5.30 and 5.31, respectively. The overall structure of urms, vrms and wrms is

similar. High levels of all three components of turbulent fluctuations exist in the recircula-

tion region behind the jet, vertical velocity fluctuations showing the smallest value. Main

differences occur in the near field after the jet injection. urms is maximum in the shear layer

between the jet and a crossflow, while vrms show the highest value in the jet wake, beneath

the shear layer. They perhaps correspond to the vertical fluctuations induced by CRVP

bringing the flow from the wall into the wake. The wrms has a maximum next to the wall,

probably also associated with CRVP, representing the lateral entrainment of fluid towards

the centerline. The different locations of maximum levels for urms and wrms explains two

local maxima of TKE in the far field (see figure 5.27): one right next to the wall due to w′

fluctuations and another in the shear layer due to u′ fluctuations.

Comparison with Experiments

Measurements of the two components of the fluctuating velocity, urms and vrms, are

performed in the center-plane by Pietrzyk et al. (1989). They are visualized in terms of a

turbulence level (TL) defined as

TL =
√

u′2 + v′2/U∞. (5.3)

Contour plot of TL from the present simulations is shown in figure 5.32. Corresponding plot

from experiments is reproduced in figure 5.33. The overall structure of TL for simulations

and experiments is very similar. Turbulence of about 12% is observed at the upstream

shear layer; levels of 14 − 16% are reached in the middle of the jet exit cross-section (due

to the shear layer inside the hole discussed earlier); the highest turbulence levels are in

the downstream shear layer. Contour line of 18% spreads till x/d ∼ 4 and y/d ∼ 0.5 in

both simulations and experiments and contour line of 16% lasts beyond x/d = 5, reaching

y/d ∼ 0.6 at x/d = 5. Perhaps, a major disagreement is the extension of high TL zone

of > 18% all the way towards the wall and existence of TL much higher than 18% in

the recirculation region close to the trailing edge of the jet exit cross-section. Maximum

value and an increment for the contour levels of figure 5.32 are chosen to coincide with the

same quantities in figure 5.33 to facilitate direct comparison with experiments. But in fact,

maximum levels of as high as 30% are observed in the present LES in the recirculation

region. The reason for such a high levels of turbulence in this region in the simulations is
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not clear, especially taking into account that velocity field shows very good agreement, and

TL in all other regions of the flow seem to be reproduced rather accurately. Most likely,

this is connected with the numerical treatment of the corner between the film hole wall and

the test surface. Recall, that the elliptical jet exit cross-section is approximated with the

sharp staircase boundary in the present method due to the code limitation (see figure 2.8

of chapter 2). An overprediction of TL in a region close to the downstream corner can be

further seen in figure 5.34, where TL profiles along the horizontal lines y/d = 0.15 and

y/d = 0.3 in the center-plane are plotted. Disagreement at y/d = 0.3, further from the

wall, is much smaller.

u′v′ Shear Stress

Contours of normalized u′v′ shear stress in the center-plane are plotted in figure 5.35 for the

present simulations and in figure 5.36 for the experiments of Pietrzyk et al. (1989). Quite

a good agreement is again obtained for the majority of the flow. Upstream shear layer,

with u′v′ ∼ −0.002, is reproduced quite accurately, having similar values and shapes of the

contour lines. Maximum levels of u′v′ shear stress are found in the interface between the

jet fluid and the low momentum wake and show the peak value of −0.007, consistent with

experiments. The largest disagreement occurs right above the jet exit. In experiments, an

extensive region of positive shear stress (+0.001) is observed above the jet exit at 0.2 <

x/d < 1. This positive shear stress is probably originated in the shear layer between the

separated flow and a “jetting” region in the film hole. It is interesting, that region of positive

stress of the same level (∼ +0.001) is observed in the present simulations near the upstream

corner of the hole–plate intersection, but it is much more narrow and does not spread as far

in streamwise direction. The u′v′ shear stress inside the film hole is plotted in figure 5.37,

where the region above the flat plate is also shown. The shear stress contours inside the

hole and above the flat plate agree pretty well, and an underprediction of the positive stress

in the middle of the jet exit starts in the hole. The region of large positive shear due to the

flow separation in the hole is indeed formed, but it does not spread all the way to the jet

exit. Narrow layer of positive shear which is observed in the simulations at the leading edge

of the jet exit comes from the boundary layer and not from the jetting region. Perhaps,

larger sampling interval will smooth the unsteadiness in the shear stress contours in the

middle of the film hole and lead to an elongation of the positive shear region.

u′v′ shear stress profiles along the vertical lines x/d = 1 and x/d = 2 in the centerplane

are compared with the experimental data in figure 5.38. The line x/d = 1 comes through



CHAPTER 5. SIMULATION OF FILM COOLING 158

the region of positive shear stress, and it is clearly seen that the positive peak in u′v′ shear

stress is missed in the calculations. Line x/d = 2 comes through the region of negative

stress, and agreement between experiments and simulations is good.

5.5.2 Transverse View

Turbulence Quantities

To get a better understanding of a three-dimensional structure of the turbulence field pro-

duced during jet-crossflow interaction, contours of all six components of the Reynolds stress

tensor are plotted in the transverse plane x/d = 4.5 in figure 5.40 for normal stresses and

5.41 for shear stresses, respectively. All three components of the normal stresses have pretty

much the same spanwise distribution and a similar magnitude of about 12% for this cross-

section, with urms reaching 16%. As was noted before, maximum of urms occurs in the

shear layer above the wake region, vrms has the highest values in the wake region and wrms

peaks next to the wall.

The components of the shear stresses (figure 5.41) differ more from each other. u′v′

stress has a simple structure in the far field, it occupies the region between the jet and

the low momentum wake and has large negative value (see also figures 5.35, 5.36). The

u′w′ stress, responsible for the lateral growth of the jet, has two lobes with the opposite

sign on each side of the centerplane. The v′w′ stress is the most irregular, and does not

follow any particular pattern, it also has the smallest value of all the three components.

Perhaps, a much longer averaging time is required for v′w′ stress than for the two other

shear stresses to reach the similar levels of convergence. It is worth noting, the averaging

time of t ∼ 48 d/U∞ is apparently not enough to obtain a converged pattern for all of the

shear stresses.

Comparison of the off-centerplane development of a turbulence fluctuations with exper-

iments is performed by looking at the spanwise profiles of the turbulence kinetic energy
√

k/U∞ plotted along the horizontal line y/d = 0.15 in transverse cross-section x/d = 3

and x/d = 5 in figure 5.39. Except for an overprediction of TKE at the center-plane at

x/d = 3 discussed previously, the agreement of spanwise development of TKE is very good.

Off-centerplane development of shear stresses is compared for u′v′ and u′w′ profiles along

the vertical line passing through x/d = 3, z/d = 0.2 in figure 5.42; and along the vertical

line passing through x/d = 5, z/d = 0.3 in figure 5.43. The location of the vertical lines is

chosen, so that they pass through the region with the maximum u′w′ stresses. Agreement

is reasonable, no underprediction of u′w′ stress next to the wall is observed, as opposed to
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Figure 5.27: Contours of turbulence kinetic energy,
√

k/U∞, in the center-plane for the
plenum, film hole and a crossflow region.

typical RANS simulations (see figure 1.1 of chapter 1), which means that the lateral growth

of the jet is modeled correctly, confirmed by the good agreement in spanwise development

of velocity documented in section 5.4.

Turbulent Eddy Viscosity and Temperature Diffusivity

As was discussed in chapter 1, RANS eddy viscosity turbulence models (algebraic and two-

equation) assume that the shear stresses are connected to the mean rate of strain through

a single coefficient, called eddy viscosity (equation (1.6). As a result, principal axis of the

stress tensor are assumed to be aligned with the principal axis of the rate of strain tensor.

In reality, the relation between these two tensors might be much more complex, and single

coefficient is often not sufficient to describe it. It is possible to evaluate the anisotropy

of the eddy viscosity coefficient, µt by, looking at its components, µt, xy, µt, xz and µt, yz

defined as

µt, xy = −1

2

u′v′

S̄xy
, µt, xz = −1

2

u′w′

S̄xz
, µt, yz = −1

2

v′w′

S̄yz
. (5.4)
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Figure 5.30: Contours of vrms in the center-plane.

Three components of an “eddy viscosity vector” are plotted in figure 5.44 for the transverse

plane x/d = 2.5. It is seen that the distribution of these components is indeed different.

µt, xy has large positive value in the jet wake and in the shear layer above it, it turns negative

in the lower portion of the wake and practically zero close to the wall. µt, xz, on the other

hand, has large positive values close to the wall, corresponding to the lateral turbulent

mixing. Distribution of µt, yz shows three regions with the high values: in the center-plane

close to the wall (wake region) and higher from the wall at x/d ∼ ±5, in the cores of

CRVP vortices, corresponding to the vertical mixing promoted by CRVP. To quantify the

differences in µt, xy, µt, xz and µt, yz more closely, we plot the lateral distribution of all three

components for y/d = 0.05 (very close to the wall), y/d = 0.15 (in the wake region) and

y/d = 0.5 (in the shear layer above the wake) in figure 5.46. Near the wall, the xy component

is practically zero between z/d = −0.3 and z/d = 0.3, whereas yz component is ∼ −0.03

near the center-plane, and xz component is ∼ 0.02 − −0.04 at z/d ∼ ±0.1. In the wake,

xy component has the same peak value as yz component, but with the different location

of peaks (center-plane versus z/d ∼ −0.2), but xz component is about 3 times larger at

the center-plane. In the shear layer, xy component is almost constant with the value of

0.003. xz component peaks at the center-plane with −0.005 value, and yz component has
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Figure 5.31: Contours of wrms in the center-plane.
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Figure 5.33: Contours of turbulence level,
√

u′2 + v′2/U∞, in the center-plane. Data of
Pietrzyk et al. (1989).
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Figure 5.34: Profiles of in-plane turbulent kinetic energy
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u′2 + v′2/U∞ along the horizontal
lines above the test plate in the center-plane. Lines, simulations; symbols, experiments
(Pietrzyk et al. (1989)).

an antisymmetric distribution with the same overall level.

It was mentioned in Acharya et al. (2001) that an assumption of an isotropy of eddy

viscosity effectively means that µt, xz and µt, yz have the value of µt, xy (since the models

are tuned to predict the u′v′ shear stress correctly). Present calculations show that the xy

component is actually the smallest of all the three components and not a good representation

of the overall eddy viscosity. For example, µt, xz is severely underestimated near the wall if

taken equal to µt, xy. This precludes the correct description of a lateral mixing, leading to

an underprediction of a spanwise growth.

Another quantity which is assumed isotropic in RANS models is the thermal diffusivity,

kt, relating the turbulent heat fluxes u′
jT

′ to the mean temperature gradient T ,j :

u′
jT

′ = −ktT ,j . (5.5)

Three components of a thermal diffusivity obtained by dividing turbulent heat fluxes by

the corresponding mean temperature gradient, are plotted in figure 5.45 for the spanwise

cross-section x/d = 2.5. Overall, kt, y distribution is similar to µt, xy and kt, z is similar to

µt, xz. It is seen even from the contour plots, that the streamwise component of the thermal

diffusivity, kt, x is about five times larger than the other two components. This is further
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Figure 5.36: Contours of u′v′ shear stress in the center-plane. Data of Pietrzyk et al. (1989).



CHAPTER 5. SIMULATION OF FILM COOLING 166

x/d

y/
d

2 1 0 1 2 3 4 5

2

1

0

1

2

0.007 0.006 0.005 0.004 0.003 0.002 0.001 0 0.001

Figure 5.37: Contours of u′v′ shear stress in the center-plane for the film hole and the
crossflow region.



CHAPTER 5. SIMULATION OF FILM COOLING 167

-0.004 -0.002 0 0.002

u' v' /U
∞
2

0

0.4

0.8

1.2

1.6

2

y/
d

(a) x/d = 1

-0.008 -0.006 -0.004 -0.002 0 0.002

u' v' /U
∞
2

0

0.4

0.8

1.2

1.6

2

y/
d

(b) x/d = 2

Figure 5.38: Vertical profiles of u′v′/U2
∞ in the center-plane. Lines, simulations; symbols,

experiments (Pietrzyk et al. (1989)).

0 0.4 0.8 1.2 1.6

z/d

0.04

0.08

0.12

0.16

0.2

k
1
/2

 /
 U

 ∞

(a) x/d = 3

0 0.4 0.8 1.2 1.6

z/d

0.04

0.06

0.08

0.1

0.12

0.14

k
1
/2

 /
 U

 ∞

(b) x/d = 5

Figure 5.39: Profiles of turbulent kinetic energy
√

k/U∞ along the horizontal line y/d = 0.3.
Lines, simulations; symbols, experiments (Pietrzyk et al. (1989)).



CHAPTER 5. SIMULATION OF FILM COOLING 168

1 2 3

µt -0.0008 0.014 0.008

kt 0.009 0.003 -0.005

Prt 0.27 1.6

Table 5.5: Three components of eddy viscosity, thermal diffusivity and minimum and max-
imum Prandtl number, y/d = 0.05, z/d = 0.1.

demonstrated in figure 5.47, where lateral distribution of kt, x, kt, y and kt, z is plotted for the

horizontal positions y/d = 0.15, y/d = 0.25 and y/d = 0.5. Larger values of kt, x are visible

at y/d = 0.15 (reaching negative values of almost -0.4 off the center-plane) and y/d = 0.25.

They are the most pronounced in the shear layer, at y/d = 0.5. kt, y is practically zero in the

shear layer, kt, z has a small negative values, however, kt, x is significantly larger, 5 to 8 times

in some spanwise locations. It is possible that over-prediction of the vertical penetration of

RANS models comes from modeling negligible kt, y component with the large kt, x values,

which would result in overestimation of vertical mixing. To estimate turbulent Prandtl

number, we take three representative points, y/d = 0.05, z/d = 0.1 (near-wall, off-center),

y/d = 0.15, z/d = 0 (wake, at the center-plane) and y/d = 0.5, z/d = 0.2 (shear layer,

off-center). The values of the three components of eddy viscosity and thermal diffusivity

for these three points are summarized in tables 5.5, 5.6 and 5.7. Column 1 corresponds to

µt xy and kt x; column 2, µt xz and kt y; column 3, µt yz and kt z.

Turbulent Prandtl number is defined as

Prt =
µt

kt
. (5.6)

In tables 5.5, 5.6 and 5.7 we list the minimum (in column 1) and the maximum (in column

2) values among all the possible combinations arising from dividing different components

(for clarity, we considered only the positive values of the coefficients). The range of Prt

from 0.008 to 3.71 is observed. Therefore, in some locations it is significantly different from

0.9 (the range of 0.8 to 1.0 is assumed in most of the turbulence models, 0.9 being the

typical value).

5.6 Film Cooling Performance

Complex interaction between jet and a crossflow and three-dimensional vortical structures

occurring as a result of this interaction have a direct effect on film cooling performance.
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1 2 3

µt 0.012 0.026 0.004

kt 0.03 0.007 0.015

Prt 0.13 3.71

Table 5.6: Three components of eddy viscosity, thermal diffusivity and minimum and max-
imum Prandtl number, y/d = 0.15, z/d = 0.

1 2 3

µt 0.003 0.002 0.0008

kt 0.1 0.007 0.002

Prt 0.008 1

Table 5.7: Three components of eddy viscosity, thermal diffusivity and minimum and max-
imum Prandtl number, y/d = 0.5, z/d = 0.2.
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Figure 5.40: Contours of normal stresses in the spanwise cross-section x/d = 4.5.
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CHAPTER 5. SIMULATION OF FILM COOLING 170

-0.008 -0.004 0 0.004
u' v' / U

∝
2

0

0.4

0.8

1.2

1.6

2

y/
d

(a) u′v′ shear stress

-0.012 -0.008 -0.004 0 0.004

 u' w' / U
∝

2

0

0.4

0.8

1.2

1.6

2

y/
d

(b) u′w′ shear stress

Figure 5.42: Shear stress profiles along the vertical line for off-center location x/d = 3, z/d =
0.2. Lines, simulations; symbols, experiments (Pietrzyk et al. (1989)).
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Figure 5.43: Shear stress profiles along the horizontal line for off-center location x/d =
5, z/d = 0.3. Lines, simulations; symbols, experiments (Pietrzyk et al. (1989)).
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Figure 5.44: Contours of different components of eddy viscosity in the spanwise cross-section
x/d = 2.5.
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Figure 5.45: Contours of different components of thermal diffusivity in the spanwise cross-
section x/d = 2.5.
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Figure 5.46: Plots of different components of eddy viscosity at x/d = 2.5. Solid line, µt, xy;
dash line, µt, xz; line+symbols, µt, yz).
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Figure 5.47: Plots of different components of thermal diffusivity at x/d = 2.5. Solid line,
kt, x; dash line, kt, y; line+symbols, kt, z).

The desired behavior of an injected gas for an efficient cooling would be to stay as close

to the surface as possible providing good cooling coverage. However, all of the vortical

systems associated with the jet-crossflow interaction play against it. Horseshoe vortex

carries crossflow boundary layer fluid around the jet. As it was seen, horseshoe vortex

spreads far downstream without dissipating for the case of an inclined jet. This strong

self-contained structure keeps crossflow fluid circulating around its legs, preventing it from

mixing with the jet flow. Therefore, it can create a barrier for a spanwise spreading of

the jet, necessary for providing cooling coverage between the holes. Another drawback

of a horseshoe vortex is bringing some of the crossflow fluid inside the film hole, thereby

increasing the coolant temperature and heating an upstream hole wall, known as hot gas

ingestion. Perhaps, the most detrimental effect on film cooling performance is that of a

DSSN vortex, attracting hot crossflow fluid from the lateral edges of the jet towards the

center-plane and then pushing it right down on the wall behind the jet. This effect is

called the “jet lift-off” by film cooling practitioners and can actually cause the situation

when no jet fluid comes in contact with the wall behind the trailing edge of the cooling

hole. This means that this part of the surface gets no cooling coverage. This effect can

be demonstrated by contours of the normalized mean temperature in the center-plane in

figure 5.48. Normalized temperature is defined as

Θ =
T − T∞

Tj − T∞

(5.7)

and corresponds to 0, when the temperature is equal to the free-stream temperature, and

to 1, when it is that of a coolant. Region with hotter flow is visible behind the jet, starting
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from the trailing edge of the cooling hole and spreading till x/d ∼ 3. Coolant jet reattaches

to the surface further downstream, reducing the wall temperature. Temperature contours at

the wall are seen in figure 5.49. Jet lift-off and reattachment are noticeable. It is interesting

to note an asymmetric pattern in the temperature contours, probably due to an unsteady

lateral oscillations of the jet. Normalized mean temperature in the spanwise cross-sections

is plotted in figure 5.50 for x/d = 2 and x/d = 3, and in figure 5.51 for x/d = 4 and x/d = 5.

The beginning of the jet lift-off right after the coolant injection is clearly visible at x/d = 2,

where the contour of minimum temperature (corresponding to maximum Θ) are elevated

from the wall. The effect of CRVP on the temperature field is seen in the cross-section

x/d = 3, where two mushroom-like lobes corresponding to the legs of CRVP, are formed.

The region with the lowest temperature corresponds to the cores of CRVP, and the wall

temperature underneath the cores is larger due to the crossflow entrainment. The role of

CRVP in cooling performance is destructive since it brings hot crossflow fluid underneath

the jet, promoting the jet lift-off and increasing the wall temperature. At x/d = 4, the

jet cross-section acquires the wake-like form, with the minimum temperature located in the

middle of the cross-section. Contours of minimum temperature are still elevated from the

wall. By x/d = 5 the jet reattachment occurs, resulting in the propagation of the minimum

temperature contours all the way to the wall.

Comparison of film cooling performance with experiments is complicated by the fact

than no film cooling measurements were obtained for exact configuration simulated here and

studied experimentally by Pietrzyk et al. (1989). Sinha et al. (1991) documents film cooling

effectiveness for similar configuration but with the shorter cooling holes (L/d = 1.75 instead

of L/d = 3.5) for a range of blowing parameters. The closest regime of Sinha etal. to the one

simulated here is the regime with DR = 1.2 and B = 0.5. Flow parameters of the current

LES and this regime of Sinha et al. are contrasted in table 5.8. Comparison of centerline

film cooling effectiveness η c with experimental values is documented in figure 5.52(a). Film

cooling effectiveness is defined as

η =
Tw − T∞

Tj − T∞

, (5.8)

where Tw is the adiabatic wall temperature. With respect to the normalized temperature

plotted in figures 5.48– 5.50, film cooling effectiveness is just Θw. The first thermocouple

junction in experiments of Sinha et al. (1991) was positioned one diameter downstream

of the trailing edge of the cooling hole, which is x/d = 2.74 in the present coordinate

system. DSSN vortex is located closer to the hole, so it was not captured by experiments.

Downstream of DSSN vortex, where there are measurement points, simulated effectiveness
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seems to be higher than the experimental one. It might be associated with the longer

film hole in the simulations, resulting in a weaker effect of in-hole separation and, as a

consequence, more uniform exit velocity profile and higher cooling performance. It is worth

noting that experimental uncertainty is the largest close to the coolant injection due to the

complexity of the flow in this region. Unfortunately, near field measurements are the only

data we can compare to due to the limited length of the computational domain. In addition,

effectiveness near the jet centerline is very sensitive to a spanwise location and can vary by a

large amount with only slight deviation from the centerline, which can be seen in figure 5.49.

Also, due to a spanwise wiggling of the jet, the geometrical centerline can be different from

the physical centerline, and comparison of the near-field centerline effectiveness becomes

extremely complicated. This also has been observed in the investigation of Walters & Leylek

(1997), who obtained better agreement in centerline effectiveness with experiments of Sinha

et al. (1991) after the correction for the jet skewness have been incorporated. Laterally-

averaged effectiveness η̄ (figure 5.52(b)) exhibits similar trend: predicted effectiveness is

larger than experimental, perhaps showing the better performance of the longer cooling

holes.

Very good agreement with experimental data in mean velocity profiles, documented in

section 5.4, and favorable agreement in turbulence statistics (section 5.5) gives the reason

to believe that current LES can be trusted in the prediction of the temperature field as

well. Then disagreement in film-cooling effectiveness documented in this section can indeed

be attributed to either the difference in the film hole length or to the uncertainty of the

experimental data in the near field of the jet injection. Perhaps, another LES with an exact

match in the length of the hole, as well as other cooling parameters, is needed to shed more

light on this issue.

Lateral spreading of the jet can be estimated by looking at the lateral distribution of

the local cooling effectiveness. It is plotted for x/d = 2.74 (or x/d = 1 counting from the

trailing edge of the jet, the first measurement point in experiments of Sinha et al. (1991))

in figure 5.53(a). It is seen that the distribution of the effectiveness is asymmetric. The

spanwise location of the geometrical centerline is shown as a dash-dotted line. As discussed

earlier, the asymmetry of the jet is also clearly visible in figures 5.49 and 5.50 showing the

temperature contours on the wall and in the spanwise cross-section. Experimental mea-

surements of the lateral spreading by Sinha et al. (1991) are available at x/d = 2.74 for the

regime with density ratio DR = 2 and momentum ratio I = 0.32. Although the density

ratio of DR = 0.95 is significantly different in the current LES, cooling effectiveness scales
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with the momentum ratio, and density ratio by itself is not very important parameter, as

discussed in Sinha et al. (1991), Bogard & Thole (2006) etc. Momentum ratio of I = 0.2375

of the current LES is somewhat close, and comparison with the experiments is useful. Lat-

eral distributions of the effectiveness between the simulations and experiments is compared

in figure 5.53(b). Since slightly different regimes are being compared (recall also the dif-

ference in L/d between simulations and experiments), the overall values of effectiveness are

not expected to match. Therefore, effectiveness normalized by its maximum value, η/ηmax

is compared. Also, correction for the jet skewness has been made (the mismatch between

the geometrical and the physical centerlines), as in Walters & Leylek (1997) by shifting the

spanwise coordinate in the simulation by zmax, which is the lateral position of the point

with maximum effectiveness (or physical centerline). Good agreement is observed after these

corrections are made. The only slight difference between the simulations and experimental

data is at the lateral edges of the cross-section, (z− zmax)/d < −1. Experimental data goes

all the way to zero, but computational data stays constant at some non-zero level. This is

due to the non-zero value of Mach number in the simulations (experiments are performed

in incompressible regime). In the absence of film cooling, adiabatic wall temperature Tw nc

is related to freestream temperature T∞ as:

Tw nc =

(
1 + r

(γ − 1)

2
M2

)
T∞, (5.9)

where “nc” stands for “no cooling”. When equation (5.8) is used to obtained film cooling

effectiveness, the effectiveness without the cooling is

ηnc =
r(γ − 1)

2
M2 1

Tj/T∞ − 1
, (5.10)

slightly greater than zero. This disagreement is due to the mismatch in the definitions used

for film cooling effectiveness.

As discussed earlier, RANS simulations feature an underprediction of the lateral spread-

ing of the jet. Current LES is definitely free of this deficiency.
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Figure 5.48: Normalized mean temperature, Θ, at the center-plane.
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Figure 5.49: Normalized mean temperature, Θ, at the wall.
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Figure 5.50: Normalized mean temperature, Θ, in the spanwise cross-sections.
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Figure 5.51: Normalized mean temperature, Θ, in the spanwise cross-sections.

DR V R B I L/d

Experiments 1.2 0.42 0.5 0.208 1.75

Simulations 0.95 0.5 0.475 0.2375 3.5

Table 5.8: Comparison of the flow parameters between the closest regime of experiments of
Sinha et al. (1991) and the current LES.
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Figure 5.52: Adiabatic film cooling effectiveness. Lines, simulations; symbols, experiments
(Sinha et al. (1991)).
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Figure 5.53: Lateral distribution of adiabatic film cooling effectiveness at x/d = 2.74.



Chapter 6

Concluding Remarks

The high pressure turbine of a gas turbine engine operates in an extremely complex environ-

ment, featuring turbulent flow with high temperature non-uniformities, or streaks, coming

from the combustor, cooling jets issuing from the surface, which also carry turbulence pro-

duced due to the interactions with the supply plenum. Although there have been many

studies of film cooling, both experimental and computational, the complexity of the prob-

lem always leaves room for more discoveries. With the present simulations, we intended to

study the film cooling flow behavior and connect the underlying flow physics to the cooling

properties of the design. The lessons we learned from this study are the following. The

sharp corner of the plenum, which makes the flow to turn very suddenly into the hole,

creates a separation zone inside the hole and a jetting region upstream of this separation

zone. The effects are larger with larger blowing ratio and shorter delivery holes. Another

impact of this sharp corner is generation of turbulence by creating the region of very high

local shear between the rapidly accelerating flow in the “jetting region” and a stagnating

separation zone. Increased turbulence levels inside the jet increase the mixing of the jet with

the crossflow, which is usually associated with the increase in heat transfer coefficient and

fast diffusion of the coolant core, leading to decreased cooling performance. An effect of the

in-hole separation itself can also be linked to decreased cooling efficiency for two reasons:

first, it changes jet exit velocity distribution and creates velocity deficit in the center of jet

exit cross-section. Such a velocity distribution leads to an increase in effective velocity ratio

due to the blockage or effective area reduction, promoting the jet lift-off. Another reason

for reduced effectiveness is that the recirculation zone inside the hole due to the separation

has a direction of rotation corresponding to the rotation of the Counter-Rotating Vortex

Pair (CRVP), resulting in higher jet trajectory and smaller lateral spreading, negative for
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cooling performance. The practical recommendation would be to design supply channels

taking this effect into account, with either avoiding in-hole separation or trying to reduce

it.

Negative influence of all of the vortical structures on film cooling performance is almost

discouraging. However, by understanding the mechanisms how the reduction in effectiveness

occur, one might be able to design the ways to overcome it. Such an accurate documenta-

tion has been performed in the present study by carefully looking at the flow streamlines

originating inside the crossflow and showing how, where and why they impinge on either

film hole wall (horseshoe vortex) or the blade wall (DSSN vortex). The strength of DSSN

vortex is certainly linked to the in-hole flow development and the blowing ratio, increasing

with the increase in blowing ratio and in-hole non-uniformity.

On the numerical side of the study, successful development of a coupled solver which

combines different numerical codes solving different sets of equations is definitely an accom-

plishment, since it might find use in multiscale multiphysics simulations, such as the flow

through the entire gas turbine engine, accurate prediction of the helicopter noise etc. De-

velopment of this capability allowed us to include the plenum into the simulations, where

the flow is very slow, and simultaneously retain the capability of having a compressible

crossflow, which is especially important for the leading edge film cooling, where the flow is

usually in high subsonic or transonic regime. These simulations became first Large Eddy

Simulations of film cooling flows known to the author, which incorporate plenum into the

model and therefore provide a realistic description of the coolant entrance conditions im-

possible to accurately model due to the high complexity. Finally, it was shown that both

the eddy viscosity and thermal diffusivity of the turbulence field associated with JCF flows

are anisotropic, thus explaining why RANS turbulence models, which have a built-in as-

sumption of an isotropic values for these coefficients, are inherently incapable of capturing

the correct behavior of spanwise shear stress and, as a consequence, the lateral spreading

of the jet. Comparison with experiments for the mean velocity profiles and film cooling

effectiveness distribution in the lateral direction, as well as direct comparison of spanwise

shear stresses confirmed that LES does not suffer from this shortcoming.

Future Directions

Running present LES simulations for a longer time in order to obtain better convergence

in turbulence statistics is desired. In addition to adiabatic film cooling effectiveness, another

important parameter for evaluating the overall cooling performance, heat transfer coefficient

augmentation due to blowing, could be assessed. The simulations would also benefit from
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further grid refinement, especially in the upstream part of the jet cross-section. Significant

clustering has been made next to the trailing edge to resolve the shear layer between the jet

and its wake. However, phenomena requiring high resolution, such as upstream shear layer

and the turbulence coming from the separated pipe flow, exists in the upstream part as well.

Also, different cooling regimes could be considered, such as higher blowing ratio, density

ratio, skewing of the jet etc. Comparison of the different regimes with the present base case

would be of interest. It would also be important to investigate the influence of incoming

free-stream turbulence on film cooling performance using LES, since the flows exiting the

combustion chamber in gas turbine engines are highly turbulent.

As a future development of an existing capability, it would be especially interesting

to perform Large Eddy Simulations of leading edge film cooling. Surface curvature was

listed amongst the crucial parameters influencing the cooling performacne, and not much

is understood about this effect. Existing experimental finding are contradictory and no

accurate numerical investigations, such as Large Eddy simulations, has been done for these

configurations at all, except for the ongoing effort of Rozati & Tafti (2006). The developed

computational approach has all the necessary capabilities for such simulations to be con-

ducted. Compressible code, which takes care of the flow in the crossflow region, is written

in curvilinear coordinates, making the transition from the flat plate to the curved surface

straightforward. Understanding of leading edge heat transfer studied by many authors, but

in the presence of film cooling, would shed more light on this complex problem.



Appendix A

Laminar Compressible Boundary

Layer

A.1 Self-Similar Solution

Self-similar analytic solution for the laminar compressible boundary layer over a flat plate is

chosen for the validation of the numerical method for the compressible code. Compressible

boundary layer equations for the flow over a flat plate can be written as:

Continuity:
∂(ρ u)

∂ x
+

∂(ρ v)

∂ y
= 0. (A.1)

Momentum:

ρ

(
u

∂ u

∂ x
+ v

∂ u

∂y

)
= −d p

d x
+

∂

∂ y

(
µ

∂ u

∂ y

)
, (A.2)

∂ p

∂ y
= 0. (A.3)

Energy:

ρ u
∂ Θ

∂ x
+ ρ v

∂ Θ

∂y
=

∂

∂ y

{
µ

(
1

Pr

∂ Θ

∂ y
+

Pr − 1

Pr

∂

∂ y

(
u2

2 cp T0

))}
. (A.4)

State:

p = ρR T. (A.5)

Here ρ is the density, T is the temperature, u and v are velocity components in x and y

directions, respectively, p is the pressure, µ is the viscosity, k is the thermal conductivity,
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Pr is the Prandtl number

Pr =
µ cp

k
, (A.6)

cp is the specific heat capacity at constant pressure. The function Θ in equation (A.4) is

the non-dimensional total enthalpy defined as

Θ =
cp T + u2/2

cp T0
− 1, (A.7)

Here and further the subscript “e” refers to the values at the edge of the boundary layer and

the subscript “0” denotes the total, or stagnation, quantities. Since ∂ p/∂ y = 0, therefore

p (x) = p e (x) at every streamwise coordinate x, and the state equation (A.5) leads to the

following simple relationship between the density and the temperature:

ρ (x, y) T (x, y) = ρe (x) Te (x). (A.8)

To obtain self-similar solutions to equations (A.1)–(A.4), Illingworth (1949) and Stewartson

(1949) proposed a transformation, which reduces these equations to the form very close to

the incompressible one. For these transformations, Pr can be arbitrary, but constant. The

viscosity law µ(T ) is assumed to be linear

µ

µ0
= b

T

T0
. (A.9)

Parameter b is chosen to approximate the Sutherland law at the wall

b =

√
Tw

T0

T0 + S0

Tw + S0
. (A.10)

The Illingworth-Stewartson transformation introduces new coordinates x̃ and ỹ defined as

x̃ =

∫ x

0
b

p e c e

p 0 c 0
d x, (A.11)

ỹ =
c e

c 0

∫ y

0

ρ

ρ 0
d y, (A.12)

where c is the speed of sound. From (A.11) and (A.12) we have

∂

∂ x
=

∂ x̃

∂ x

∂

∂ x̃
+

∂ ỹ

∂ x

∂

∂ ỹ
, (A.13)
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∂

∂ y
=

∂ ỹ

∂ y

∂

∂ ỹ
. (A.14)

The stream function ψ (x, y) is introduced as

∂ ψ

∂ y
=

ρ

ρ0
u,

∂ ψ

∂ x
= − ρ

ρ0
v. (A.15)

If we define transformed velocities ũ and ṽ as

ũ =
∂ψ

∂ỹ
, ṽ = −∂ψ

∂x̃
, (A.16)

we can express

u =
c e

c 0
ũ, (A.17)

v = − ρ

ρ0

(
ũ

∂ỹ

∂ x
− ṽ

∂x̃

∂ x

)
. (A.18)

The next step is to substitute the transformations defined by (A.11)–(A.14), (A.17)–(A.18)

into the compressible boundary layer equations (A.1)–(A.4):

∂ ũ

∂ x̃
+

∂ ṽ

∂ ỹ
= 0, (A.19)

ũ
∂ ũ

∂ x̃
+ ṽ

∂ ũ

∂ ỹ
= ũe

d ũe

d x̃
(1 + Θ) + ν 0

∂2ũ

∂ ỹ2
, (A.20)

∂ p

∂ ỹ
= 0, (A.21)

ũ
∂ Θ

∂ x̃
+ ṽ

∂ Θ
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= ν0

{
1

Pr

∂2Θ
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− 1 − Pr

Pr
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(γ − 1)M2/2

1 + (γ − 1)M2/2

)
∂2

∂ ỹ2

[(
ũ

ũe

)2
]}

, (A.22)

where ν 0 is the kinematic viscosity coefficient ν 0 = µ0/ρ0, M is the Mach number M =

ue/ce. External flow is assumed isentropic throughout this analysis. Pressure gradient

dp/dx is eliminated from the equation (A.2) as

d p

d x
=

d pe

d x
= −ρe ue

d ue

d x
. (A.23)

Equations (A.19)–(A.22) are solved with the following boundary conditions.

For velocities:

ũ = ṽ = 0 at ỹ = 0, ũ = ũe (x̃) at ỹ → ∞. (A.24)



APPENDIX A. LAMINAR COMPRESSIBLE BOUNDARY LAYER 185

For non-dimensional enthalpy:

∂Θ

∂ỹ
= 0 at ỹ = 0, Θ = 0 at ỹ → ∞ (A.25)

for adiabatic wall,

Θ = Θw (x̃) at ỹ = 0, Θ = 0 at ỹ → ∞ (A.26)

for isothermal wall.

Note that the continuity equation (A.19) and y-momentum equation (A.21) have exactly

the same form as in incompressible case. X-momentum equation (A.20) differs from its in-

compressible counterpart only by the factor (1+Θ) multiplying the term ũe d ũe/d x̃, which

accounts for the pressure gradient. Self-similar solutions to the equations (A.19)–(A.22)

can be obtained for problems with the specific distribution of an external velocity profile

ũe (x̃).

We now consider the case of a compressible boundary layer over a flat plate with zero

pressure gradient dp/dx = 0. Than the external flow is uniform and external velocity

is constant ũe (x̃) = Ũ∞. The term (1 + Θ) ũe d ũe/d x̃ in equation (A.20) is identically

zero in this case, which means that the energy equation is completely decoupled from

the rest of the system. So, velocity profile in transformed coordinates does not depend

on temperature distribution for a compressible boundary layer over a flat plate with zero

pressure gradient. Moreover, equations (A.19)–(A.21) now have exactly the same form as

incompressible equations for d p/d x = 0. The case of a boundary layer over a flat plate

with zero pressure gradient in incompressible case was first considered by Blasius (1908).

Following the similarity transformation he proposed:

η = ỹ

√
Ũ∞

ν 0x̃
, (A.27)

ψ =

√
ν 0 x̃ Ũ∞f(η), (A.28)

and assuming for the non-dimensional total enthalpy

Θ = Θ (η), (A.29)
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we get the following form for the equations (A.20) and (A.22):

2f ′′′ + ff ′′ = 0, (A.30)

2Θ′′ + PrfΘ′ = 2 (1 − Pr)

[
(γ − 1) M2/2

1 + (γ − 1)M2/2

]
(f ′ 2)′′, (A.31)

with boundary conditions

f = f ′ = 0 at η = 0, f ′ = 1 at η → ∞ (A.32)

and

Θ′ = 0 at η = 0, Θ = 0 at η → ∞ (A.33)

for adiabatic wall,

Θ = Θw at η = 0, Θ = 0 at η → ∞ (A.34)

for isothermal wall.

Self-similar solution can only exists for an isothermal wall if the non-dimensional total

enthalpy Θw, and therefore the temperature Tw, is constant at the wall and x̃-dependence

is eliminated. Note that the continuity equation (A.19) is exactly satisfied by introducing

the stream function in the form of (A.16). Equation (A.30) possesses the well-known solu-

tion documented by Blasius (1908). Equation (A.31) can be solved after the solution f(η)

is obtained for a given Prandtl number Pr and Mach number M . The case Pr = 1 leads

to an especially simple solution. In this case equation (A.31) takes the form

2Θ′′ + fΘ′ = 0, (A.35)

and Mach number dependence is eliminated.

In the case of adiabatic wall,

Θ ≡ 0 (A.36)

is a solution to the equation (A.35) with boundary conditions (A.33).

If the wall is isothermal, the function

Θ(η) = Θw

[
1 − f ′(η)

]
= Θw

(
1 − ũ

Ũ∞

)
(A.37)
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satisfies the equation (A.35) and boundary conditions (A.34).

The temperature can be recovered from the non-dimensional enthalpy Θ as

T =

[
1 + Θ(η) − u2

2 cpT0

]
T0. (A.38)

Both solutions (A.36) and (A.37) can be combined to obtain a single formula for the tem-

perature

T

T∞

= 1 +
γ − 1

2
M2

[
1 −

(
u

U∞

)2
]

+
Tw − Tad

T∞

[
1 − u

U∞

]
, (A.39)

where

Tad = T∞(1 +
γ − 1

2
M2) (A.40)

is an adiabatic wall temperature. Equality ũ/Ũ∞ = u/U∞ together with the isentropic

relationships is used to derive equation (A.39) from equation (A.38). This equation is exact

for Prandtl number Pr = 1. The following approximation is often used for arbitrary Prandtl

number:
T

T∞

= 1 + r
γ − 1

2
M2

[
1 −

(
u

U∞

)2
]

+
Tw − Tad

T∞

[
1 − u

U∞

]
, (A.41)

with

Tad = T∞(1 + r
γ − 1

2
M2), (A.42)

where r =
√

Pr is a recovery factor. For all skipped details of the derivation of the self-

similar solution for the compressible boundary layer over a flat plate the reader is referred

to Schlichting (2000).

A.2 Numerical Tests

Laminar compressible boundary layer over a flat plate with zero pressure gradient is used

to test the numerical method and boundary conditions described in section2.2. Two-

dimensional rectangular domain with the size 15 δ in streamwise direction, 4 δ in vertical

direction and 128× 128 grid points is used, where δ is the inflow boundary layer thickness.

The grid distribution is uniform in x-direction and it is clustered near the wall in y-direction

to resolve the boundary layer. Reynolds number Re = U∞δ/ν∞ = 8000 and Prandtl num-

ber Pr = 1 are used. Viscosity law is assumed to be linear according to equations (A.9),

(A.10). Two values of Mach number, M = 0.15 and M = 0.8, and two types of wall bound-

ary conditions, adiabatic and isothermal wall with Tw/T0 = 0.8, are considered. Self-similar
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analytic solution, described in section A.1, is used to set initial quantities. For inflow and

top boundary conditions based on Riemann invariants, as described in section2.2, analytic

solution is used to specify the values of incoming characteristics. Figures A.1 and A.2

show profiles of streamwise velocity ũ/Ũ∞, vertical velocity ṽ/Ũ∞/
√

Rex̃ (Rex̃ = Ũ∞x̃/ν 0)

and normalized temperature (T −Tw)/(T∞−Tw) for the case M = 0.15 with adiabatic and

isothermal wall, respectively. Note the scaling of vertical velocity with 1/
√

Rex̃ in these and

subsequent figures, so that the re-scaled vertical velocity is of the same order as stream-

wise velocity and normalized temperature for plotting convenience. It can be seen that the

normalized temperature and streamwise velocity fall approximately on the same curve for

isothermal wall in case of low Mach number, since linear dependence of temperature on

streamwise velocity in equation (A.39) dominates the quadratic dependence. Linear term is

identically zero for adiabatic wall; thus only the quadratic term retains, and profiles do not

collapse. Figures A.3 and A.4 show the same profiles for M = 0.8. Both for adiabatic and

isothermal wall an excellent agreement is obtained between the numerical and analytical

solution for both Mach numbers. Vertical velocity is usually more sensitive to numerical

errors and inaccuracies in the boundary condition formulation than other variables in the

boundary layer. Note that computed vertical velocity profile exactly coincides with the

analytical solution for M = 0.15 (figures A.1 and A.2). A very slight disagreement in

vertical velocity is noticeable for high Mach number case M = 0.8 (figures A.3 and A.4).

Perhaps, more sophisticated, non-reflecting boundary conditions are required for simulating

high-Mach number boundary layers on short domains with higher degree of accuracy.

Streamwise development of the boundary layer is documented in figures A.5 and A.6 for

the case M = 0.8 for both adiabatic and isothermal wall with Tw/T0 = 0.8. 99% boundary

layer thickness δ̃, displacement thickness

δ̃⋆ =

∫
∞

0

(
1 − ũ

Ũ∞

)
dỹ, (A.43)

and momentum thickness

θ̃ =

∫
∞

0

ũ

Ũ∞

(
1 − ũ

Ũ∞

)
dỹ (A.44)

are plotted versus Rex̃ = Ũ∞ x̃/ν 0 in figure A.5. Theoretical values δ̃ ∼ 4.9 x̃/
√

Rex̃,

δ̃⋆ = 1.7208 x̃/
√

Rex̃ and θ̃ = 0.664 x̃/
√

Rex̃, obtained from the similarity solution, are also

plotted in the figure. An agreement between the computational and theoretical curves is
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excellent. Skin friction coefficient

cf =
τw

1
2 ρw U2

∞

(A.45)

is plotted against Rew = U∞ x/νw in figure A.6 together with its theoretical value

cf =
0.664√
Rew

. (A.46)

Agreement is again very good. Note a very short development length in the case of isother-

mal wall, over which the influence of inflow boundary conditions is noticeable. It persists

for only about 2 grid points even for high value of Mach number M = 0.8. No development

length exists for the case of adiabatic wall. Results for lower Mach number M = 0.15 show

equally good agreement.
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Figure A.1: Comparison of boundary layer profiles. Re = 8000, Pr = 1, M = 0.15,
adiabatic wall. Lines – similarity solution, symbols – computation. Upper curve: streamwise
velocity ũ/Ũ∞; middle curve: temperature (T−Tw)/(T∞−Tw); lower curve: vertical velocity
ṽ/Ũ∞/

√
Rex̃.
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Figure A.2: Comparison of boundary layer profiles. Re = 8000, Pr = 1, M = 0.15, Tw/T0 =
0.8. Lines – similarity solution, symbols – computation. Upper curves: streamwise velocity
ũ/Ũ∞ and temperature (T − Tw)/(T∞ − Tw); lower curve: vertical velocity ṽ/Ũ∞/

√
Rex̃.
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Figure A.3: Comparison of boundary layer profiles. Re = 8000, Pr = 1, M = 0.8, adiabatic
wall. Lines – similarity solution, symbols – computation. Upper curve: streamwise velocity
ũ/Ũ∞; middle curve: temperature (T − Tw)/(T∞ − Tw); lower curve: vertical velocity
ṽ/Ũ∞/

√
Rex̃.
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Figure A.4: Comparison of boundary layer profiles. Re = 8000, Pr = 1, M = 0.8, Tw/T0 =
0.8. Lines – similarity solution, symbols – computation. Upper curve: temperature (T −
Tw)/(T∞ − Tw); middle curve: streamwise velocity ũ/Ũ∞; lower curve: vertical velocity
ṽ/Ũ∞/

√
Rex̃.
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(a) Adiabatic wall.
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(b) Isothermal wall, Tw/T0 = 0.8.

Figure A.5: Streamwise development of the boundary layer. Re = 8000, Pr = 1, M = 0.8.
Lines – similarity solution, symbols – computation. Upper curve: 99% boundary layer
thickness δ̃; middle curve: displacement thickness δ̃⋆; lower curve: momentum thickness θ̃.
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(b) Isothermal wall, Tw/T0 = 0.8.

Figure A.6: Skin friction coefficient, cf , versus Rew = U∞ x/νw. Re = 8000, Pr = 1,
M = 0.8. Lines – similarity solution, symbols – computation.



Appendix B

Interface Conditions: Low Mach

Number Code

Performance of interface conditions for the low Mach number code is assessed in this ap-

pendix. Since this code has been previously used for calculating internal flow inside the

cylindrical pipes and diffusers, cylindrical surface used to represent a solid wall. In the

present formulation, part of the cylindrical surface is no longer a solid wall, and the flow

can enter and exit through it at random angles. Such a dramatic change in the role per-

formed by a cylindrical surface calls for a thorough investigation of the behavior of the new

interface conditions. Several methods which can be used for specifying interface conditions

are compared in section B.1. The method with the best overall behavior is identified. Grid

convergence study is performed in section B.2.

B.1 Variation of Interface Conditions

Behavior of the interface conditions for the low Mach number code is tested first by ap-

plying exact solution at all the boundaries of the low Mach number code domain. Several

variations of specifying interface conditions are investigated. The method showing the best

performance is identified.

B.1.1 Temperature jump

The following problem is chosen as the first test case to assess the performance of the low

Mach number interface conditions. Two gases with different temperatures are moving par-

allel to each other with the same constant speed U∞, so that the temperature interface

193
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Figure B.1: Temperature field for the steady temperature jump.

is formed. Reynolds number Re = U∞ d/ν∞ = 8000 is considered, which is equal to the

Reynolds number used in the film cooling simulations (d is the pipe diameter).Temperature

interface is inclined at some angle with respect to the centerline of the cylindrical domain,

as shown in figure B.1, where the temperature field is plotted in a cross-sectional plane

containing the centerline. Upper gas has a temperature T = T∞ shown in red and lower

gas has T = 0.8T∞ shown in blue. This problem is representative of a sharp temperature

interface between the jet and crossflow formed at an angle with respect to the hole center-

line in film cooling simulations. Computational grid is uniform in all directions, with the

resolution ∆x ∼ 0.02 d, ∆ r ∼ 0.008 d, ∆ θ = 0.1 rad.

Several ways of specifying interface conditions were tested. First tests concerned con-

ditions for velocity described in section 2.5. Combination of convective outflow conditions

with an injection at the inflow proved to be unstable. So, injection method for both inflow

and outflow was chosen to specify velocities at the interface.

Two variations of the interface conditions for the temperature are compared in the

present test case:

• Injection conditions. Temperature is specified using an injection method T lm = T an

at all grid nodes of the free boundaries, where subscript “an” stands for analytical

solution.
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• Combination of injection and convective conditions. Injection T lm = T an is used when

the boundary corresponds to an inflow, convective-type condition T t + v conv Tn = 0

is employed at an outflow.

L∞ and L 2 errors defined as

L∞(u i) =
max |u i numer − u i an|

U∞

, L∞(T ) =
max |Tnumer − T an|

T∞

(B.1)

L2(u i) =
1

U∞

√∑
(u i numer − u i an) 2

N
, L2(T ) =

1

T∞

√∑
(Tnumer − T an) 2

N
(B.2)

are plotted in figure B.2 for the three components of velocity and in figure B.3 for the tem-

perature. Combination of injection and convective interface conditions for the temperature

show superior results for the present test case. It is noticeable, that the temperature errors

are larger than the velocity errors. Moreover, L∞ errors in temperature show unrealistically

large values of 13− 14%, while the values of L2 errors of ∼ 1% seem to be more reasonable.

The reason for such a high values of L∞ temperature errors is that the interface has a finite

thickness of 0.1 d due to the viscous effects in the present calculations. Cusp interface with

zero thickness was used for calculating errors, which explains large values for maximum

errors in temperature. L2 errors are much smaller, since the difference in solutions due to

the finite interface thickness is felt only by a few grid points.

B.1.2 Entropy spot

Same temperature interface conditions were also tested on the problem of a moving entropy

spot, where temperature disturbance in the form of

T ′ = T d exp
(
−(r − r c)

2/r 2
d

)
(B.3)

was superimposed on the uniform mean flow moving at an angle with respect to the pipe

centerline. Here r c is the position of the disturbance center. Disturbance amplitude T d =

1.2T ∞ and radius r d = 0.2 d were considered. Reynolds number is Re = U∞d/ν∞ = 8000,

as in the previous example. Temperature field is shown in figure B.4 for the moment when

the disturbance is entering the domain (computational time = 1.8), when it is in the middle

of the domain (computational time = 3) and when it is exiting it (computational time =

5). Note that the direction of the free-stream velocity is chosen so that the disturbance
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Figure B.2: Error in velocity versus computational time for different temperature inter-
face conditions. Black lines, axial velocity; blue lines, radial velocity; red lines, azimuthal
velocity. Solid lines, injection+convective; dashed lines, injection.
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Figure B.3: Error in temperature versus computational time for different temperature in-
terface conditions. Solid lines, injection+convective; dashed lines, injection.
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(c) Disturbance is exiting the do-
main, computational time = 5.

Figure B.4: Temperature field for the moving entropy spot.

exits through the corner of the domain, representing the most rigorous test case for the

interface conditions. The L∞ and L 2 errors with respect to an analytical solution for the

three components of velocity and for the temperature are plotted in figures B.5 and B.6,

respectively, for an injection and injection+convective temperature interface conditions.

L∞ error has a distinct spike at the time when the disturbance is crossing the outflow

boundary. L 2 error is distributed more broadly over the time when the disturbance is inside

the domain. It has two local maxima for the velocity, corresponding to the disturbance

entering and exiting the domain. It is interesting to note that both interface conditions give

the same value of L 2 error in temperature. Overall, injection+convective method again

produces more accurate solution.

The influence of the number of iterations in the Poisson solver on the accuracy of the

numerical solution is documented in figure B.7. L 2 error of the temperature is plotted in fig-

ure B.7(a) for N iter = 1, 2, 3 and in figure B.7(b) for N iter = 3, 5, 7. Injection+convective

temperature interface conditions are implemented. It is seen that one iteration results in

an unstable solution. Accuracy is significantly improved going from 2 to 5 iterations. How-

ever, the error stays practically the same after 5 iterations. This confirms the conclusion

of Pierce (2001) that 4 − 5 iterations is an optimum number of iterations for calculating

variable density flows.

An attempt was made to vary the definition of convective velocity v conv in equation

(2.156) in the implementation of outflow convective conditions for the temperature. v conv

equal to the mean outflow velocity and to the local outflow velocity was tested in addition to

the maximum outflow velocity defined by equation (2.155). However, very little sensitivity

of the results on the way v conv is defined was detected, so the original formulation of Pierce
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Figure B.5: Error in velocity versus computational time for different temperature inter-
face conditions. Black lines, axial velocity; blue lines, radial velocity; red lines, azimuthal
velocity. Solid lines, injection+convective; dashed lines, injection.
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Figure B.6: Error in temperature versus computational time for different temperature in-
terface conditions. Solid lines, injection+convective; dashed lines, injection.
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Figure B.7: Influence of number of iterations. L 2 error in temperature versus computational
time.

(2001) (equation (2.155)) is left unchanged.

It is shown here that the coupling method for the low Mach number code described

in section 2.5 of the chapter 2 with injection+convective interface conditions for the tem-

perature performs well for steady and unsteady problems. In all the calculations reported

throughout this manuscript, this method is used to specify interface conditions for the

low Mach number code, when it is run in variable density regime. For the incompress-

ible regime, interface conditions are the same, but with the temperature omitted from the

formulation. Grid convergence study, performed to further investigate the accuracy of the

current method, is documented in section B.2 of this appendix.

B.2 Grid Convergence Study

This part of the appendix is concerned with the behavior of the solution of the low Mach

number code with grid refinement when interface conditions described in section 2.5 of

chapter 2 and tested in the previous section, are implemented. The problem of decaying

vortices is considered first ( B.2.1). Grid convergence study is performed first when an

analytical solution is specified at the low Mach number domain boundaries. Analytical

solution imposed onto the compressible grid and interpolated to the low Mach number do-

main boundaries with bilinear and fourth order interpolation is considered further. Finally,
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numerical solution of the compressible code interpolated to the boundaries of the low Mach

number code is specified as interface conditions in the example of a laminar boundary layer

above the heated wall B.2.2.

B.2.1 Decaying vortices

The test case of decaying vortices having the following analytical solution is considered first:

u (x, y, t) = − cos x sin y e−2 t

v (x, y, t) = sinx cos y e−2 t

w (x, y, t) = 0

p (2) (x, y, t) = −1
4(cos 2 x + cos 2 y) e−4 t

T (x, y, t) = const.

(B.4)

Exact boundary conditions

Exact boundary conditions are first specified at all computational boundaries to establish

the base case. L∞ error between the numerical and analytical solutions, defined by

L∞(u i) =
max |u i numer − u i an|

max |u i an|
, (B.5)

is documented in figure B.8 versus number of grid points in x direction, Nx. Grid con-

vergence shows the second order behavior of the error for the velocities and the pressure

for both two-dimensional and three-dimensional calculations, as expected from the second

order accuracy of the low Mach number code. Another important quantity is plotted in

figure B.8(a) together with the error curves – magnitude of the correction velocity. Cor-

rection velocity is introduced to ensure the solvability condition for the Poisson equation,

which requires the sum of the mass fluxes over the boundaries of the computational domain

to be identically zero. Although exact solution specified at the boundaries satisfies this re-

quirement in the continuous sense, numerical approximation of the mass flux integral is not

identically zero due to discretization errors. The value of velocity at each grid point at the

outflow boundary is corrected by a small amount to drive this integral approximation to the

machine zero. The net correction is split equally among the nodes of the outflow boundary,

resulting in the same value of the correction velocity at each node, which is calculated as

v corr = −
∑

(ρ v)n ∆ Sn

N b
, (B.6)
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Figure B.8: L∞ error versus number of grid points the low Mach number domain, decaying
vortices, exact boundary conditions. — — —, u error; — · —, v error; — · · · —, w error;
—•—, P error; - - - - , quadratic law, 1/N2

x ; ——, magnitude of the correction velocity.

where N b is the number of boundary nodes at the outflow boundary and ∆Sn is the cell

area. Correction velocity in figure B.8(a) also shows the second order convergence with the

grid size, consistent with the overall accuracy of the numerical discretization scheme.

Interpolated boundary conditions

To test an effect of interpolation on the grid convergence, the low Mach number code

domain is placed inside the compressible code domain. Time-dependent analytical solution

of decaying vortices (B.4) is imposed on the compressible grid. This analytical solution is

interpolated from the compressible grid to the boundaries of the low Mach number grid and

used to specify time-dependent interface boundary conditions. Bilinear interpolation and

fourth-order Hermite interpolation are tested.

Bilinear interpolation

For bilinear interpolation, no dependence of errors on the grid size of the low Mach

number domain is observed. However, errors do depend on the grid size of the compressible

domain. The variation of L∞ error with the number of grid points of the compressible

domain is shown in figure B.9. Second order convergence with the compressible domain

grid size is obtained, consistent with the accuracy of interpolation method. Absolute values
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(b) Three-dimensional calculations.

Figure B.9: L∞ error versus number of grid points of the compressible domain, decaying
vortices, bilinear interpolation. — — —, u error; — · —, v error; — · · · —, w error; —•—,
P error; - - - - , quadratic law, 1/N2

x ; ——, magnitude of the correction velocity.

of errors and of the correction velocity are almost two orders of magnitude larger for bilinear

interpolation, than for exact boundary conditions.

Fourth order interpolation

Behavior of the errors is the opposite when the fourth order interpolation is employed.

No dependence on the compressible grid size is observed. However, second order convergence

with the low Mach number grid size is recovered, as in the case of exact solution at the

boundaries. This can be seen in figure B.10. L∞ error when the analytical solution is

specified at the boundaries is also plotted in this figure (blue lines). It is noticeable that

the plots for the exact boundary conditions and for the fourth order interpolated boundary

conditions fall almost on top of each other.

The behavior of the errors can be explained in terms of the correction velocity. As

already discussed, an analytical value for the correction velocity is zero for the case of

decaying vortices. For an exact boundary conditions, numerical value of v corr is not zero

because of the discretization errors of the estimation of the mass flux integral
∑

(ρ v)n ∆xn.

For interpolated boundary conditions, both discretization of the mass flux integral and the

difference between interpolated and analytical values due to the interpolation determine the

value of v corr. When the correction velocity is small, smaller than approximation errors

introduced by the scheme, approximation errors are the dominant source of errors, and the
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(b) Three-dimensional calculations.

Figure B.10: L∞ error versus number of grid points of the low Mach number domain,
decaying vortices, fourth order interpolation. — — —, u error; — · —, v error; — · · ·
—, w error; —•—, P error; - - - - , quadratic law, 1/N2

x ——, magnitude of the correction
velocity; blue lines, exact boundary conditions.

accuracy of the solution scales with the grid size according to the order of the numerical

scheme. This is observed in the cases with exact boundary conditions and with fourth

order interpolation scheme, where the errors show the second order convergence with the

low Mach number grid size. The insensitivity of errors to the compressible grid size in the

case of fourth order interpolation scheme is explained by the fact that interpolation errors

are smaller than approximation errors of the low Mach number numerical method even for

the coarsest compressible grid. v corr for both of these cases is smaller than 10−6.For bilinear

interpolation, to the contrary, interpolation errors are large and they lead to v corr ∼ 10−4,

that is larger than approximation errors of the numerical method. Interpolations errors in

this case determine the accuracy of the solution. Since errors due to bilinear interpolation

scale with the compressible grid size with the second order, this is the reason why L∞ errors

of the solution scale the same way. No dependence on the low Mach number grid size is

observed, since approximation errors are smaller than interpolation errors.

B.2.2 Boundary layer above the heated wall

Laminar boundary layer above the heated wall with the temperature Tw = 2T∞ and

Reynolds number Re d = U∞ d/ν∞ = 500 is another test case for the grid convergence
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study. Low Mach number code domain is again completely surrounded by the compressible

domain, and interface conditions are specified at all computational boundaries of the low

Mach number code domain. The crucial difference between this test case and the previous

test case of decaying vortices is that numerical solution of the compressible code is inter-

polated to the boundaries of the low Mach number domain, and not an analytical solution.

Compressible code is run to convergence with Mach number M∞ = 0.05. Dependence of the

L∞ error on a grid size of the low Mach number code for all the variables u, v, w, P, T, ρ

is shown in figure B.11 for both bilinear and fourth order interpolation. No variation of the

compressible code grid size was performed. Correction velocity magnitude is ∼ 3.6 · 10−4

independent of the low Mach number code grid size and an order of interpolation. Cor-

rection velocity is dominated in this case by the difference of analytical solutions of the

compressible and low Mach number equations and not by interpolation or discretization

errors.

It is seen that the errors for u and v velocities and the pressure follow the trend of

a correction velocity and do not depend on either grid size or an order of interpolation.

On the other hand, the errors for w, T and ρ do depend on both the grid size and the

order of interpolation. Errors for T and ρ show the second order convergence with the low

Mach number grid size for both bilinear and fourth order interpolation, while the error for

w behaves with the first order accuracy for the bilinear interpolation and with the second

order accuracy for the fourth-order interpolation. One might conclude that the correction

velocity determines the errors for u, v and P , making them independent of a grid size and an

order of interpolation. In fact, the error in pressure for bilinear interpolation even increases

slightly with the grid size, which might be due to the fact that better resolution in this

case leads to a slight increase in correction velocity. w velocity is less susceptible to the

correction velocity influence, but still feels it, especially in the case of bilinear interpolation,

which results in a decrease of the order of accuracy. This smaller sensitivity of w to the

correction velocity is perhaps due to the two-dimensionality of the boundary layer solution.

Temperature, calculated from the energy equation and not coupled to the Poisson system,

and density, determined from the temperature, are not influenced at all by the correction

velocity and show an expected second order convergence with the grid size and an increase

in accuracy with the order of interpolation.

The difference of analytical solutions of compressible and low Mach number equations

scales with M 2
∞, where M∞ is the Mach number of the compressible code. This difference

is inherent when compressible and low Mach number codes are coupled and will result in a
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(b) Errors for P, T, ρ. Black lines, P errors; blue
lines, T errors; red lines, ρ errors.

Figure B.11: L∞ error as a function of the low Mach number code grid size, laminar
boundary layer above the heated wall. Solid lines, bilinear interpolation; dash-dotted lines,
fourth order interpolation; dashed line, quadratic law, 1/N2

x .

correction velocity for the low Mach number code of the same order of M 2
∞. For relatively

fine meshes used in LES and practical Mach numbers for the compressible code (≥∼ 0.1)

this “analytical” error is going to be the dominant source of errors for both the low Mach

number and the compressible code solutions. This error does not depend on the order of

interpolation. Therefore, bilinear interpolation can be used without sacrificing the accuracy

of the overall solution and providing for the gain in computational efficiency.



Appendix C

Details of the Turbulent Boundary

Layer LES

C.1 Initial Conditions

Initial conditions for the simulations of the turbulent boundary layer are obtained by sum-

ming the mean profile and the turbulent fluctuations for the five variables {ρ, u v, w, T}.
Mean profile for the streamwise velocity is obtained by superimposing the Spalding law of

the wall

y+ = U+
wall + 0.1108

{
e0.4U+

wall − 1 − 0.4U+
wall

(0.4U+
wall)

2

2!
− (0.4U+

wall)
3

3!
− (0.4U+

wall)
4

4!

}

(C.1)

and the law of the wake in the form of Schlichting (2000)

U∞ − Uwake

u τ
=

1

0.41
ln (η) (C.2)

as

U = Uwall [1 − W ( η)] + Uwake W ( η), (C.3)

using the weighting function W ( η) of Lund et al. (1998), defined in section 4. The mean

vertical velocity is obtained by integrating the incompressible counterpart of the mean

continuity equation

V = −
∫ y

0

∂U
∂x

dy, (C.4)

206
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using the approximate relations of Schlichting (2000),

U
U∞

=
(y

δ

)1/7
(C.5)

and
7

72

d δ

d x
= 0.0225

(
ν

U∞ δ

)1/4

, (C.6)

to get

V =
72

56
· 0.0225

(
ν

U∞ δ

)1/4

η 8/7. (C.7)

The mean spanwise velocity is set to zero. The mean temperature is obtained from the

mean streamwise velocity through the Waltz’s equation. The mean density is calculated

from the mean temperature through the equation of state.

Initial turbulence field to use with the rescaling-recycling procedure is often generated

as random fluctuations of some specified amplitude (Lund et al. (1998)). Needless to say,

such a crude guess can significantly delay the convergence of the solution to the state with

the correct turbulence structure (simulation of Lund et al. (1998) was run initially for

1100 inertial timescales δ i/U∞ to eliminate starting transients, which is quite expensive).

Besides the slow convergence rate, even more significant problem can occur if simulations

are started from the random disturbance field. To illustrate this problem, we turn to the

paper of Ferrante & Elghobashi (2004), who tried to implement random initial conditions

to perform DNS of a turbulent boundary layer. As a result, they observed fast temporal

decay of u ′
iu

′
j throughout the domain and consequent relaminarization of the TBL. It was

first proposed, that the reason for this temporal decay is that the rescaling is not able to

sustain the required magnitude of the cross correlation u ′v ′ necessary for the production of

the turbulent kinetic energy (TKE) when starting with the initial condition u ′v ′ = 0. But

specifying the realistic profiles for the four correlations u ′, v ′, w ′ and u ′v ′ did not cure the

fast temporal decay of TKE. Only after the realistic TKE spectrum E(k) was prescribed in

addition to u ′
iu

′
j profiles in the initial field, the production rate of TKE was sustained. It

was argued that the combination of a realistic E(k) and a non-vanishing u ′v ′ is required

to ensure the correct initial temporal behavior when performing DNS of TBL. Since Lund

et al. (1998) did not encounter similar relaminarization problem starting with the random

disturbance field in their LES, Ferrante & Elghobashi (2004) concluded that this is specific

to DNS that additional effort is required in constructing initial solution to ensure its correct

development at the early stages of the computations.
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In the current LES, however, we encountered a similar problem of fast temporal decay

of the turbulence if random fluctuations are specified initially. We then reconstructed an

isotropic turbulence field with the prescribed TKE spectrum E(k). The velocity fluctuations

were further rescaled to satisfy specific intensities u ′, v ′ and w ′, as in the method of Le

& Moin (1994). However, we skip the rotation step, necessary to ensure the correct value

for the correlation u ′v ′; it is zero in our initial field. This procedure was found sufficient

to prevent the temporal decay of initial disturbances and led to the correct turbulence

characteristics of the fully-developed boundary layer. Apparently, it was the realistic TKE

spectrum and not the value of the initial cross-correlation u ′v ′ (which is zero in our case)

that was required to ensure the correct temporal development of the current LES.

The procedure implemented here to produce an isotropic turbulence field with the pre-

scribed energy spectrum is the same as used by Xiong (2004) to specify initial conditions

for his LES of homogeneous isotropic turbulence. TKE spectrum is set as

E(k) ∝ k4 exp[−2(k/kp)
2], (C.8)

where the peak wave number kp is equal to 4. This method is similar to the method of

Lee et al. (1992), with the difference that the reconstructed turbulence field is solenoidal,

i.e. the incompressibility condition k · û = 0 is satisfied. The procedure of synthesizing an

incompressible isotropic turbulence field with the prescribed TKE spectrum is well described

in Durbin & Petterson Reif (2000). There was no specific need for the strict imposition

of the incompressibility condition in the current compressible simulations. The procedure

of Xiong (2004) was used since it was validated against experiments of Comte-Bellot &

Corrsin (1971) and numerical data of Lee et al. (1992), and is known to lead to a realistic

isotropic turbulence field. Analytical functions f(η) = Aη exp (−B η) were specified for the

turbulence intensities u ′, v ′ and w ′, where the coefficients A and B were chosen to ensure

the best fit between the analytical and experimental profiles. Density and temperature

fluctuations were initially set to zero, but they became non-zero after the first time step

due to the compressibility of the equations and the rescaling-recycling procedure.

To demonstrate that initial conditions described above lead to the correct temporal de-

velopment of the turbulent boundary layer, we plot the value of velocity-derivatives skewness

defined as

Su = [
1

3

3∑

i=1

〈(∂u′
i/∂xi)

3〉][1
3

3∑

i=1

〈(∂u′
i/∂xi)

2〉]− 3

2 , (C.9)
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Figure C.1: Time-development of the velocity-derivative skewness, Su, versus non-
dimensional time, tU∞/ δ i. − − −, random fluctuations as initial disturbances; ———,
initial disturbances with the specified TKE spectrum and turbulence intensities.

averaged over the whole length and width of the domain and the height of 0 ≤ y ≤ 0.7 δi,

versus non-dimensional time tU∞/ δ i in Fig. C.1. This skewness is related to the process

of vortex stretching and nonlinear energy transfer from small to large wavenumbers. When

random fluctuation field is specified as initial conditions, the value of Su vanishes as time

increases (see figure C.1). As soon as this effect was realized, the calculations were stopped

at time t ∼ 50 δ i/U∞. When initial field with the correct TKE spectrum is specified, after

some initial transient Su reaches the typical value of −0.4−0.5 and stays at this level. This

fact shows that the proper energy transfer rate is sustained throughout the simulations. In

addition, the transient time needed to recover the realistic turbulence structure is reduced to

about 80 inertial timescales δ i/U∞ in our simulations, as opposed to 1100 in the simulations

of Lund et al. (1998), which started from the random disturbance field.

C.2 Inflow Boundary Conditions Outside of the Boundary

Layer

Sagaut et al. (2004) performed an evaluation of three proposed rescaling-recycling methods

(Urbin & Knight (2001), Schröder et al. (2001) and Stolz & Adams (2003)) for a long time

integration (t ∼ 105 δ i/U∞) and reported that all of these methods lead to a temporal
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drift in either δ, or δ⋆, or both, from its target values. In some cases, quite a substantial

drift of up to 20% was observed over the integration time of 105. In order to avoid this

drift, Sagaut et al. (2004) proposed to fix the mean turbulent boundary layer profile at

the inflow and to rescale only the fluctuations. However, this measure seems to be quite

strong. Since the turbulent fluctuations influence the mean profile, fixing the mean profile

prevents the solution from developing consistently, introduces an ad-hoc assumption into the

computations (which one strongly desires to minimize) and deprives the rescaling-recycling

method from its major attractiveness of being “input-free”.

In the present simulations, we have also encountered a temporal drift in the boundary

layer thickness if the rescaling-recycling procedure is used for the entire inflow boundary.

The plot of the computed inflow boundary layer thickness δ comp
i normalized by its target

value δ i versus non-dimensional time tU∞/δ i is shown in figure C.2. It is clear from the

figure that the computed boundary layer thickness increases with time. It was observed

that the reason for this increase is the drift in the mean streamwise velocity outside of the

boundary layer. To demonstrate this effect, contours of the mean streamwise velocity in

x − y plane are shown in figure C.3 for the simulation time t ∼ 215 δ i/U∞. Statistics were

collected within the last 25 inertial timescales. Recall that 99% boundary layer thickness is

defined as the y-coordinate, where the mean streamwise velocity is equal to 99% of its free-

stream value. The contour levels are zoomed into the values from 0.98U∞ to U∞ in figure

C.3. Streamwise velocity at the edge of the boundary layer diminishes with time, pushing the

location with U = 0.99U∞ outside of the actual boundary layer, leading to erroneously large

estimate for the boundary layer thickness. This drift effect is pronounced even over short

sampling period of 25 δ i/U∞. The drift occurs, because the rescaling-recycling procedure

is applied both in the boundary layer and above the boundary layer. Fluctuations are

determined as the difference between the instantaneous and the mean solution. During

initial transient, an instantaneous solution necessarily deviates from its mean even in the

regions of steady flow, since inaccuracies in initial and boundary conditions together with

the discretization errors create acoustic disturbances, which propagate through the domain

till they leave it. These small disturbances, which are actually only numerical artifacts, are

mistakenly treated as the “turbulent fluctuations” in the region outside of the boundary

layer, where they do not exist in reality. If rescaled and recycled, these “fluctuations”

deteriorate the solution and lead to the long-term drift in the mean velocity, observed in

the current simulations. To remedy the situation, it was proposed to apply rescaling and

recycling procedure only within the boundary layer. Above the boundary layer edge, we set



APPENDIX C. DETAILS OF THE TURBULENT BOUNDARY LAYER LES 211

the inflow quantities equal to their free-stream values, leading to the correct mean profile

and zero values for the fluctuations. This procedure is much less strict than fixing the mean

velocity profile throughout the entire boundary layer proposed by Sagaut et al. (2004). It is

also more physically justifiable and leads to the correct development of the boundary layer.

Temporal behavior of the boundary layer thickness normalized by its target value for the

proposed modified rescaling-recycling method is shown in figure C.2. After initial transient

time of about 120 inertial timescales (which is close to the time necessary for the correct

velocity derivative skewness to develop, see figure C.1), boundary layer thickness recovers

its target value within a 2% error and sustains it throughout the computations. Contours of

mean streamwise velocity at time t ∼ 335 δ i/U∞ for the modified method are shown in figure

C.4. The region with 0.98U∞ < U < U∞ is a narrow band at the edge of the boundary

layer, as it should be. Note, that the statistics was accumulated this time over a large

period of t ∼ 210 δ i/U∞. If there would be a drift in the mean velocity, it would definitely

manifest itself over such a long integration time. Temporal behavior of the Reynolds number

based on inflow momentum thickness, Reθ i, is plotted in figure C.5. After initial transient

time of about 120 inertial timescales (the same transient time as for the boundary layer

thickness), it reaches its equilibrium value of Reθ i ∼ 910. Note, that we do not compare

the momentum thickness to its target value, but only to its equilibrium value, since fixing

the target values for both boundary layer thickness and momentum thickness makes the

problem overspecified (see Lund et al. (1998)).

C.3 Momentum Integral Analysis

The momentum integral analysis leading to the estimates used in section 4 for evaluating

the streamwise evolution of the boundary layer is presented here. It can also be found in

Lund et al. (1998). In this analysis, the mean velocity profile is assumed to obey the Coles’

law of the wake (Coles (1956)) over the entire extent of the layer:

U + =
1

k
ln(y+) + B +

2Π

k
sin2

(π

2
η
)

, (C.10)

where U + = U/u τ y+ = y u τ/ν, η = y/δ. k, B are constants and Π is a parameter that

depends on the pressure gradient, which are set to k = 0.41, B = 0.5, Π = 0.5, respectively,

following Lund et al. (1998). The boundary layer thickness, δ, is defined as the position,
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Figure C.2: Time-development of the computed inflow boundary layer thickness, δ comp
i /δ i,

versus non-dimensional time, tU∞/ δ i. −−−, original rescaling-recycling method, ———,
modified rescaling-recycling method.
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Figure C.3: Contours of the mean streamwise velocity in x−y plane for the original rescaling-
recycling method.
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Figure C.4: Contours of the mean streamwise velocity in x − y plane for the modified
rescaling-recycling method.
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Figure C.5: Time-development of the Reynolds number based on inflow momentum thick-
ness, Reθ i, versus non-dimensional time, tU∞/ δ i, with the modified rescaling-recycling
method.
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where U = U∞. Making use of this condition, relation (C.10) implies

Re δ =
U∞ δ

ν
= λ exp [k (λ − B) − 2Π], (C.11)

where λ is the wall friction parameter

λ =
U∞

u τ
=

√
2

cf
. (C.12)

Using (C.11) and (C.12), one can rewrite equation (C.10) as

U
U∞

= 1 +
1

k λ

{
ln(η) + 2 Π

[
sin2

(π

2
η
)
− 1

]}
. (C.13)

Displacement and momentum thickness can be obtained by integrating relation C.13:

δ⋆ =

(
1 + Π

k λ

)
δ, (C.14)

θ =

{
1 + Π

k λ
− 1

k2λ2

[
2 + 2 Π

(
Si (π)

π
+ 1

)
+

3

2
Π2

]}
δ, (C.15)

where Si (π) ≃ 1.852 is the sine integral evaluated at π. The streamwise distance is deter-

mined by integrating the relation (see, for example, Schlichting (2000))

2
d θ

dx
= cf (C.16)

while using (C.12) to yield

x − x i =

∫ λ

λi

λ2 d θ

dλ
dλ, (C.17)

where the subscript “i” denotes the inflow station (the location where Reθ = 910 for the

present comparison, see chapter 4). Expressions (C.11), (C.14), (C.15) and (C.17) contain

the wall shear parameter λ as an independent variable. The plots in chapter 4 referring to

the momentum integral estimates were generated by stepping through the values of λ and

then rearranging the outputs to produce the functions of Re θ or x.



Appendix D

Supplement to Chapter 5

D.1 Grid Refinement

An important issue while performing numerical simulations is the choice of the compu-

tational grid. The problem of choosing the grid is always intriguing since there are no

particular rules on assessing the necessary resolution beyond some general considerations.

For LES, one of these considerations is that the grid size should be smaller than the size

of the energy-containing eddies, since the goal of LES is to resolve such eddies. However,

the size of these eddies is generally unknown. For the flows studied extensively, such as

turbulent boundary layer, channel flow etc., previous LES experiences give an idea about

the require grid resolution. When one moves to the simulation of more complex phenom-

ena, such as JCF flows, where past LES efforts are limited or even absent, the choice of

the grid becomes a difficult task. The situation is complicated by the fact that different

scales of motion exist in different geometrical locations, so that the efficient distribution

of grid points is sought for. One should also take into account that each LES run takes

considerable amount of time, and there is a limited opportunity for trying out different

grids computationally.

Three computational grids are compared in this study. First two are concerned with

the change of the mesh in the compressible subdomain. The third grid uses finer resolution

in the film hole and the plenum, having the compressible mesh the same as Grid 2. The

relative comparison of the three grids can be found in table D.1. Only the differences are

highlighted. All other grid parameters, which are not altered, can be found in table 4.1 of

chapter 5.

Mesh spacing inside the compressible subdomain from Grid 1 to Grid 2 (same as Grid

215
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3) is changed only in x direction (by redistribution of grid points, the total grid size of

128 × 128 × 128 nodes stays the same). Mesh in y direction is the same as the one used in

chapter 4 and is shown to be adequate to resolve the upstream turbulent boundary layer.

Although, besides TBL phenomena, there is also a shear layer forming between the jet

and the wake in y direction, y-mesh is believed to be accurate enough. The z mesh is

uniform with more than 42 points per jet diameter and should be sufficient. Resolution in

x-direction is compared for the Grid 1 and Grid 2 (Grid 3) in figure D.1. Grid 1 has uniform

distribution of points in x direction, giving about 17 points per jet diameter, which is less

than half as the z mesh. Apparently, this resolution is not enough to accurately describe the

complex interactions occurring immediately after the jet injection, where the DSSN vortex

resides. It manifests itself in strong overprediction of vertical velocity with Grid 1 in that

region shown in figure D.2, where time-averaged vertical velocity at the centerplane along

the horizontal line y/d = 0.15 is compared with the experimental data of Pietrzyk et al.

(1989). Severe clustering of grid points in the wake region for Grid 2 and Grid 3 (figure D.1)

remedies the situation. Grid 3, having the same resolution in the compressible subdomain

as Grid 2, and improved resolution inside the film hole and the plenum, leads to the vertical

velocity profile above the flat surface very similar to that of the Grid 2 (figure D.2). It

means that the resolution inside the hole is superior to that above the flat surface even for

the coarser hole mesh (Grids 1 and 2) and is not the dominant source of errors in the wake

region. Film cooling effectiveness for all three grids is compared in figure D.3. It is seen

that Grid 1 exaggerates a decrease in film effectiveness due to the DSSN vortex, with Grids

2 and 3 showing smaller decrease. Larger level of oscillations for Grid 2 computations might

be due to smaller averaging time.

Although no difference between Grid 2 and Grid 3 solutions is noticeable in the crossflow

region, Grid 3 shows major improvement in the plenum and film hole region. As it can be

inferred from table D.1, Grid 3 is three times finer in the axial direction for the film hole

(radial and azimuthal directions being unchanged; this refinement choice is associated with

the fact that the axial resolution of Grid 2 inside the hole is the coarsest among (xj , rj , θj))

and has significantly better resolution in the plenum for both axial and radial directions.

Mean vertical velocity profiles taken at the exit from the plenum are compared for Grid 2 and

Grid 3 in figure D.4. Large grid to grid oscillations present in Grid 2 are completely absent

in Grid 3, resulting in well-resolved smooth flowfield. Analysis of the results showed that

the oscillations were dictated by the lack of y-resolution in the top wall plenum boundary

layer and x-resolution in the region of fast acceleration and sharp turning at the downstream
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Grid 1 Grid 2 Grid 3

Crossflow region Uniform Clustered Clustered
(compressible subdomain) xmin/d ∼ 0.059 xmin/d ∼ 0.025 xmin/d ∼ 0.025

Film hole 312 × 64 × 64 312 × 64 × 64 936 × 64 × 64

Plenum 256 × 128 × 64 256 × 128 × 64 256 × 512 × 64
10 d × 10.516 d 10 d × 10.516 d 5 d × 5 d

Table D.1: Variation in parameters of the different grids.
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Figure D.1: Mesh spacing in streamwise direction. Dashed line, Grid 1; solid line, Grid 2
and Grid 3; dash-dotted lines, x coordinates of the leading and trailing edges of the hole
exit cross-section in the centerplane.

corner of the plenum–hole connection.

Grid 3 is the default grid for documenting the simulation results in chapter 5.

D.2 SGS Turbulence Model

The importance of SGS turbulence model in the present calculations can be assessed by

looking at the ratio of subgrid (SGS) turbulent viscosity to the laminar viscosity µt/µ,

where SGS turbulent viscosity is defined by

µ t = Cµ ρ ∆2 |S̃|, (D.1)
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Figure D.2: Time-averaged vertical velocity profiles at the centerplane along the horizontal
line y/d = 0.15. Dashed line, Grid 1; •, Grid 2; solid line, Grid 3; ◦, experiments of Pietrzyk
et al. (1989).
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Figure D.3: Centerline film cooling effectiveness. Dashed line, Grid 1; •, Grid 2; solid line,
Grid 3; ◦, experiments of Sinha et al. (1991)
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Figure D.4: Time-averaged vertical velocity profiles at the centerplane at the plenum exit.
Dashed line, Grid 3; solid line, Grid 2.

and the coefficient Cµ is determined by the dynamic procedure (equation 2.143) described in

the section 5.5 of the chapter 2. Ratio µt/µ is plotted at the centerplane for the plenum, film

hole and the crossflow region in figure D.5. The peak values of SGS turbulent viscosity reach

about five times the value of the laminar viscosity (the color scale of the figure is selected to

show the structure of µt in more detail). It is seen that the model plays practically no role

in the plenum. Inside the hole, largest values of µt are observed in the separated region next

to the downstream wall. In the crossflow region, turbulent viscosity is the most significant

in the wake below the jet. The horizontal view of µt/µ in the crossflow region for y/d = 0.3

can be seen in figure D.6. Plane y/d = 0.3 passes through the wake region of the jet. Spots

of high turbulent viscocity downstream of the jet injection corresponding to high turbulent

mixing are visible.

D.3 Artificial Dissipation Scheme

As described in section 2.2 of chapter 2, coefficient of artificial dissipation σd is not constant

in the present model, but proportional to the high-order derivatives of the rate of strain
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Figure D.5: Ratio of subgrid turbulent viscosity to the laminar viscosity, µt/µ. Centerplane
view.
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Figure D.6: Ratio of subgrid turbulent viscosity to the laminar viscosity, µt/µ. Horizontal
view, y/d = 0.3.
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(a) Artificial dissipation term.

x/d

y/
d

1 0 1 2 3 4 5

0

1

2

0.3 0.18 0.06 0.06 0.18 0.3

(b) Dominant convective term, u ∂ T/∂ x.

Figure D.7: Comparison of artificial dissipation term and a dominant convective term in
the energy equation. Center-plane view.

(equation (2.70). The artificial dissipation term

D = −σd (ξ, η, z, t)

(
∆ ξ4 ∂4U

∂ ξ4
+ ∆ η4 ∂4U

∂ η4
+ ∆ z4 ∂4U

∂ z4

)
(D.2)

added to the right-hand side of the equations is compared to the dominant convective

term in the left-hand side for the energy equation in figure D.7 and for three momentum

equations in figures D.8–D.10. Center-plane view is plotted. For the energy equation, the

ratio between the artificial dissipation term and the terms in the left-hand side is about

1/500, since temperature gradients are small due to the small temperature variation in the

present calculations. For the momentum equations, the ratio is about 1/20. However, the

most of the dissipation is added in the region right after the jet injection, where the highest

TKE levels (higher than in the experiments) are observed. The dissipation is high there due

to the strong gradients of velocity introduced by the sharp corner. In all other regions of the

flow, where good comparison with experiments is observed, dissipation is about an order of

magnitude smaller, leading to the ratio of 1/200. Artificial dissipation term is about the

same order of magnitude as the SGS model term.
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(b) Dominant convective term, ρ u ∂ u/∂ x.

Figure D.8: Comparison of artificial dissipation term and a dominant convective term in
the x-momentum equation. Center-plane view.
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(b) Dominant convective term, ρ u ∂ v/∂ x.

Figure D.9: Comparison of artificial dissipation term and a dominant convective term in
the y-momentum equation. Center-plane view.
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(b) Dominant convective term, ρ u ∂ w/∂ x.

Figure D.10: Comparison of artificial dissipation term and a dominant convective term in
the z-momentum equation. Center-plane view.
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