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ABSTRACT

This paper investigates an influence of an intermittent on/off operation of the air-conditioning (AC)
equipment on the indoor temperature distribution, air flow and a cycle variability within a single-floor
medium-size residential house. The analysis is performed using a recently developed and well validated
computational tool based on a Computational Fluid Dynamics (CFD) method, coupled with conjugate
heat transfer simulations within a three-dimensional model of a solid building envelope, and an HVAC
on/off control model. The importance of including unsteady minute-level dynamic effects associated with
the cycling of AC equipment into the energy and thermal analysis of residential and commercial buildings
was recently recognized. Despite that, there were no studies that examined the effect of on/off cycling on
the physics of the air mixing during both cooling and heating stages of the AC cycle, and how these
unsteady interactions effect both the energy consumption and its variability, and the indoor thermal
environment linked to a thermal comfort of the building occupants. The current paper focuses on analyz-
ing the duration and variability of the cooling and heating cycles and their effect on the temperature dis-
tribution inside a residential house. It is found that both heat transfer from the walls, and turbulent
intermittency of the indoor air affect the duration of the cooling and heating cycles. It is demonstrated
that a central air system controlled by a single thermostat placed in the hallway results in a consistent
overcooling of the interior spaces. These findings are important for the considerations of the electric grid

management, and for the improvement of HVAC systems design and control.

© 2021 Elsevier B.V. All rights reserved.

1. Introduction

Heating, ventilation and air-conditioning (HVAC) systems rep-
resent an important component of a building infrastructure. Conse-
quently, there were many studies concerning the effect of HVAC
system on building energetics [1,2] and indoor thermal comfort
[3,4]. However, most of these studies considered a continuous
operation of HVAC systems, where equipment was assumed to
run constantly. However, in reality, HVAC units do not deliver a
constant supply of air, but, depending on the control system, either
adjust the airflow dynamically, or simply cycle on and off. The
dynamic effects of the HVAC system operation are important con-
siderations with regards to their performance, and represent the
main focus of the current paper.

HVAC control system is responsible for adjusting the equipment
operation, so that the temperature is maintained within the nar-
row band (a “deadband”) around a desired temperature, which is
typically set by the thermostat setpoint [5,6]. Most of the HVAC

* Corresponding author.
E-mail address: ypeet@asu.edu (Y.T. Peet).

https://doi.org/10.1016/j.enbuild.2021.111289
0378-7788/© 2021 Elsevier B.V. All rights reserved.

units currently installed in the residential single-family homes in
US and worldwide rely on a simple on/off switch to control the
temperature [6-8]. During an on/off temperature control, for
example, for an air-conditioning (AC) mode, the unit operates at
100% capacity when the temperature is above the upper bound
of the deadband, it turns off when the temperature reaches the
lower bound of the deadband, and turns on again when the tem-
perature exceeds the upper bound [5,9,10]. The time intervals dur-
ing which the equipment is running or turned off, depends on
many factors, including the outdoor temperature, the thermal
characteristics of the building envelope, the size of the indoor
space served by the unit, and the capacity of the unit [10-12].
For example, it was noted that oversized units, facing part-load
operating conditions, result in shorter cycles and, thus, more fre-
quent on/off switches during the system operation [13,14]. Accord-
ing to recent reviews, most of the units installed in the residential
houses are oversized, i.e., they meet their design conditions only
less than 2% of the time, and operate in a part-time load for 98%
of their functional use [15,16].

Part-load and cyclic operation of the HVAC units are important
considerations that effect a variety of aspects associated with the
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performance and functionality of an indoor thermal management
system, such as energy efficiency [13,17], sensible and latent heat
exchange capacity [18,19], load variability [20,21], and thermal
comfort [12,22]. Henderson et al. [23] and Booten et al. [24] used
building energy simulation tools to investigate the effect of part-
load operation on energy efficiency and found that it is reduced.
Henderson et al. [18] introduced a new user defined function into
a DOE-2 simulation tool to account for a change in sensible and
latent capacity with part-load conditions and investigated the
effect on moisture removal efficiency. Cetin et al. [10] imple-
mented a real-time on/off cycling control model into EnergyPlus
and compared it with the field data for a residential house. They
found that an inclusion of an/off control model improved the accu-
racy of prediction by as much as 20% for both the cooling power
and the indoor air parameters (temperature and humidity). Sur-
prisingly, both the field data and the EnergyPlus simulations data
not only reveals the presence of the indoor temperature fluctua-
tions during the AC equipment cycling, but also shows that the
duration of the AC cycles themselves varies substantially from
cycle to cycle. This cycle-to-cycle variability further contributes
to uncertainties in a power demand and electric grid fluctuations
[21,25,26], and might effect the temperature distribution inside
the house and lead to an increased discomfort for its occupants.
Additionally, it needs to be accounted for in the corresponding
reduced-order models [10,18]. As such, the source of this variabil-
ity needs to be understood, and potential mitigation strategies
need to be identified, which is the goal of the current paper. Note
that similar cycle-to-cycle variability was previously observed in
other thermo-fluid problems, for example, during internal combus-
tion engine operation [27,28], and it seems to be associated with a
dynamic behavior of thermal turbulent structures under quasi-
periodic conditions. Since study of Cetin et al. [10] was performed
using a building energy simulation tool that uses zonal models,
which are unable to resolve the interior turbulent structures, the
authors of Ref. [10] could not investigate the origin of cycle vari-
ability in detail, which prompts the current study of the phe-
nomenon using Large Eddy Simulations.

The objective of the current paper is to investigate the effects of
the on/off operation of the AC equipment on the indoor airflow and
temperature distribution inside a residential multi-room single-
floor building using a high-resolution Computational Fluid Dynam-
ics (CFD) approach. Such information is of high demand for the
building industry and thermal system design sector, and it serves
two purposes. First, it allows one to evaluate the level of thermal
comfort of the occupants in the presence of the cyclic AC operation.
For example, Ulpiani et al. [12] compared the effect of different
thermostat control strategies on the energy consumption and
indoor thermal comfort using an experimental single-room
mock-up building model and concluded than an on/off HVAC con-
troller resulted in the lowest comfort level. The current study pro-
vides a guidance on why an on/off AC control could result in a low
thermal comfort level, and also makes suggestions about the mea-
sures that could be taken to improve the thermal comfort of the
occupants. Second, the current study documents the role of an
air turbulence on the duration and variability of the cooling and
heating parts of the HVAC cycles. This information is crucial for
understanding the equipment cycling effects on operation and sta-
bility of electric grid networks, such as, for example, in regards to a
demand response management, stability of the power supply, and
electric grid frequency regulation [21,25,26]. In addition, the col-
lected high-fidelity database can be used for validation and
improvement of lower-fidelity building simulation tools in the
presence of an on/off AC cycling.

CFD techniques have been previously applied quite successfully
to analysis of a thermal comfort and ventilation systems perfor-
mance both inside small spaces, such as offices [29-31] and rooms
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[32-34], and also larger spaces, such as a theater building [35], and
an auto-racing complex [36]. These studies, however, were mostly
focused on analysis of performance of the radiator systems [31,34],
fan-coiled heating systems [30], natural ventilation environment
[29], and a cooking fume distribution in a kitchen environment
[33], rather than performance of the AC cooling systems. Shan
et al. [32] investigated a thermal environment in an office room
with a fan-coil cooling unit, Nada et al. [35] compared a perfor-
mance of an underfloor air distribution system and a traditional
overhead mixing air distribution system for a theater building,
while Chen et al. [37] investigated the effect of air-supply speed
and temperature on the performance of an air-conditioning system
in a ventilated cooling room. However, these studies did not con-
sider two important aspects associated with realistic HVAC opera-
tion in a building environment: 1) the effects of unsteady operation
of HVAC equipment, and 2) the effects of the heat transfer between
the interior air and the building walls.

Regarding the problem of heat transfer between the air and the
building walls, it was shown to be beneficial to couple CFD models
with the building energy simulation tools to obtain the informa-
tion regarding realistic wall surface temperature and heating/cool-
ing loads [36,38-41]. However, building energy simulation tools,
even when used only for the solid parts of the building, still can
not provide a proper resolution of spatial and temporal scales asso-
ciated with unsteady heat exchange between the solid building
components and an interior turbulent air. To represent unsteady
thermal phenomena on the time scales that interact with the tur-
bulent thermal convection, a framework of a conjugate heat trans-
fer (CHT) is useful, wherein an unsteady heat conduction equation
is solved inside a corresponding three-dimensional model of the
building envelope, concurrently, and using a compatible spatial
and temporal resolution, as the fluid dynamics CFD equations.
Being a high-fidelity modeling technique, CHT was previously
applied mostly to canonical studies of natural convection in iso-
lated enclosures [42-44], thermal environment in small room con-
figurations [45,46], or analysis of thermal performance of building
blocks with cavities [47-49], radiant cooling panels [50,51], and
heat exchangers [52,53]. In the current study, we apply the CHT
simulation to investigate performance of an on/off HVAC operating
unit in a medium-size multi-room residential house. As shown in
the previous studies, CHT allows for an accurate prediction of a
coupled dynamics of an airflow and a heat transfer between the
fluid and the solid. To the author’s knowledge, an application of a
conjugate heat transfer model to study a performance of an air-
conditioning system within a multi-room medium-scale residen-
tial house with a dynamic HVAC operation has not previously
appeared in the literature.

The current study considers a medium-size building typical of a
single-family home in Arizona, using the operational conditions
relevant for a summer day in a Phoenix climate. We use a well-
validated open-source spectral-element fluid dynamics and heat
transfer solver Nek5000 [54] for CHT simulations, while a turbu-
lent air flow is modeled using a Large Eddy Simulation technique
[55,56]. Large Eddy Simulation provides a more accurate model
for the computation of turbulent motions, important in the current
study of AC cooling jet dynamics, mixing and heat transfer, but
requires a finer computational grid and smaller time steps com-
pared to traditional Reynolds-Averaged Navier-Stokes equation
models. The paper is organized as follows. In Section 2, we present
the numerical methodology, the building model, geometry and the
simulation strategy; Section 3 documents a detailed validation of
the presented computational tool; Section 4 presents the results
of the implemented case study, including 1) duration and variabil-
ity of the cooling and heating parts of the consecutive HVAC cycles,
2) comparison between a thermostat sensor temperature and the
averaged room temperatures, 3) airflow and temperature distribu-
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tion in the rooms during the cooling and switch-off (natural heat-
ing) HVAC operation. Section 5 draws conclusions.

2. Modeling methodology
2.1. House model

A housing model in this study is taken as a 755.11 square feet
residential home with four rooms, featuring two bedrooms, an
open-floor living area that includes the kitchen, and a long hallway
dividing the bedrooms and the living area. The house floor plan is
presented in Figs. 1, 2, where green color represents the house
interior, gray is the building envelope, black color represents the
door, and blue color corresponds to the windows. Room 1 and
Room 2, the bedrooms, have the same area of 4m x 3.6 m (155
square feet), albeit Room 2 has a window (0.8 m x 1.2 m) for test-
ing the glazing effect, which can be seen in a three-dimensional
view in Fig. 3(a). The bottom edge of the window is located 1 m
above the ground, and its closest vertical edge is 0.4 m away from
the partition between the Rooms 1 and 2. The ceiling height of the
house is 2.6 m. Room 1 and Room 2 both have an air supply vent
(0.2 m x 0.2 m) in the ceiling located 1.4 m away from both inte-
rior partitions in each room (with Room 3 and between the Rooms
1 and 2), which can be viewed in Fig. 4.

Room 3 (1.2 m x 7.4 m) represents a hallway, and it does not
have an air supply vent, but has an air return vent
(0.4 m x 0.6 m) located at the ceiling in the center of Room 3 as
can be seen in Fig. 4(a). Room 3 also includes a front door
(0.8 m x 1 m) colored in black, please, refer to Figs. 1 and 3.

Room 4 is considered as a living space with an area of
4m x 7.4 m, and it includes two ceiling air supply vents, both of
0.2 m x 0.2 m, located 2 m away from the partition between the
Rooms 3 and 4, and from each side of the building envelope. Room
4 also comes with two glass windows colored in blue, one for the
kitchen (1mx1.2m), and another for the balcony
(1.8 m x 2.4 m), which can be viewed in Figs. 1 and 3(b). The
kitchen window’s bottom edge is 1 m away from the ground, and
the closest vertical edge is 0.8 m away from the building envelope.
The balcony window extends all the way down to the ground, and
has its closest vertical edge 2.8 m away from the envelope.

Fig. 1. Floor plan and the building envelope at a height of 1.6 m. Blue dot
corresponds to a thermostat probe; red dots, remote temperature probes within the
rooms; black dot, a wall temperature probe for the initial heating stage of the
simulations.
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The partition walls adjacent to Room 3 are 0.14 m thick, and the
partition between Rooms 1 and 2 is 0.2 m thick. The inner wall of
the building envelope is 0.1 m thick, except for the inner roof wall,
which is 0.2 m thick. The outer wall and the outer roof are both
0.1 m thick, as can be seen in Fig. 2. The total housing area is
70.152 m? (755.11 square feet) including the partitions. The house
is modeled after a two-bedroom residential condo plan of the IMT
Desert Palm Village in Tempe, AZ.

2.2. Material properties

There are three types of materials used to model the building
envelope: Douglas Fir wood for the exterior walls, exterior roof
and the door; LD-C-50 spray foam for the insulation; and glass
for the windows. Insulation is used in all the inner walls, including
the inner parts of the building envelope, inner roof, and the interior
partitions between the rooms. The material parameters used in the
current study are listed in Table 1. The interior part of the house
shown in green in Fig. 1, Fig. 2 is considered to be occupied by
an incompressible air, whose parameters are also documented in
Table 1.

2.3. Numerical method

2.3.1. Governing equations

In this paper, a coupled heat transfer problem between the
building solid walls and the interior air is studied via a conjugate
heat transfer (CHT) technique. In a CHT formulation, the governing
equations for the air flow and the temperature are coupled with
the heat conduction equation inside the solid. For both the fluid
and the solid components, an open-source Computational Fluid
Dynamics solver Nek5000 [54] is used in this study, which is based
on a spectral element formulation of the governing equations
[57,58]. For a conjugate heat transfer problem, the simulation
domain consists of the non-overlapping fluid and solid domains
with its own material properties. In this study, the solid domain
corresponds to the inner and outer parts of the building envelope
as described in Section 2.1, and the fluid domain corresponds to
the house interior filled with air as the working fluid. A monolithic
coupling approach is used, where the governing equations are
solved within the fluid and solid domains simultaneously, without
a need for either the sub-domain iterations, or the boundary con-
ditions between the solid and fluid.

The governing equations for the fluid are the incompressible
Navier-Stokes equations described as

V.u=0, (1)
ou

p(EJru.Vu)Jer:yAqupf, (2)

pGCp <%+u . VT) = kAT, (3)

where p,u = {uy,uy,u.}.f = {f,.f,.f.},p,T, u,C, and k are the fluid
density, velocity, external force, pressure, temperature, dynamic
viscosity, specific heat capacity, and thermal conductivity, respec-
tively. A Boussinesq approximation is applied to the formulation
(1)-(3), whereby the forcing term in Eq. (2) is set as
f=1{0,0.f,},f, = pg(T — To), where Ty is the reference temperature
taken as the initial uniform temperature of the interior air, T is the
local temperature, g = 9.8 m/s? is the gravity constant, and g is the
coefficient of the thermal expansion [59].
In the solid domain, a heat conduction equation is solved as

oT
pCp oy = kAT, 4



Y. Xu and Y.T. Peet

Energy & Buildings 251 (2021) 111289

Fig. 2. Cross sectional view of the house model taken through the center of Room 1.

Room?2 window Room3 door

(a) Left view.

Room4 windows

(b) Right view.

Fig. 3. Exterior view of the building envelope.

(a) Straight view.

(b) Angled view.

Fig. 4. Interior view of the building envelope.

Table 1
Material parameters for the solid and the fluid.
Material Density (p) Specific heat capacity (C,) Thermal conductivity (k) Dynamic viscosity (u)
Douglas Fir wood 1200kg/m> 550 J/(kg - K) 0.12 W/(m -K) N/A
LD-C-50 spray foam 8kg/m® 2000 J/(kg - K) 0.038 W/(m -K) N/A
Glass 2500 kg/m> 840 J/(kg - K) 0.96 W/(m -K) N/A
Air 1 kg/m® 1000 J/(kg - K) 0.02719 W/(m -K) 1.9 x 107> N -s/m?

where p is the density, C, is the specific heat capacity, and k is the
thermal conductivity of the solid. Since there are three different
solid material zones in the current housing model, see Table 1, Eq.
(4) is applied to each zone with its separate material parameters.

2.3.2. Numerical discretization
Eqgs. (1)-(4) are spatially discretized with the spectral element
method, where Lagrange-Legendre interpolating polynomials of

degree N are employed within each element as the basis functions
for velocity and temperature, and the equivalent polynomials of
degree N — 2 are used to discretize the pressure [58]. For the time
advancement, an implicit second-order backward difference
scheme is used for the diffusive terms, and an explicit second-
order extrapolation scheme is used for the non-linear and the forc-
ing terms. For pressure and velocity decoupling in the Navier—
Stokes equations, an operator splitting approach is used [58,60],
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upon which the corresponding Helmholtz and Poisson solvers are
solved via a preconditioned conjugate gradient, and a generalized
minimal residual method, respectively. The coupling between the
fluid and the solid domains is done monolithically [55,61], where
a single temperature field is composed for both the fluid and the
solid domains, and the Egs. (3) and (4) are solved simultaneously,
via a preconditioned conjugate gradient method, after solving for
the fluid and the pressure fields in (1), (2). The presented conjugate
heat transfer model and its numerical implementation is validated
in 3.1 on a laminar, two-dimensional, natural convection problem
in a square enclosure compared with the simulations of [42].

2.3.3. Large Eddy Simulation

Considering the application of the presented methodology to
high-Reynolds number flows associated with heating, ventilation
and air-conditioning system operation, turbulent flow motions
and their effect on the heat transfer must be taken into account.
In the current study, a Large Eddy Simulation (LES) approach is
used, with a spectral filtering regularization technique acting as a
subgrid-scale model [56,62]. With the filtering-based regulariza-
tion, the governing equations of the fluid motion (1)-(3) are
unchanged, while the explicit filtering of primitive variables in
the modal space serves to remove the energy from the unresolved
subgrid scales, thus mimicking a dissipative action of classical
eddy-viscosity type subgrid models [63-65]. Regularization based
LES approaches are used extensively with high-order methods
[56,66-68]. Specifically, a filtering-based LES model for Nek5000
was extensively validated in the previous studies for a variety of
turbulent flows [55,69-71]. It is additionally validated in 3.2 for
a ventilated model room test case compared to experiments [72]
and LES simulations [3].

2.3.4. Model assumptions

Since a precise state of a thermal environment in a building
depends on many internal and external factors and represents a
complex interaction problem between physical, behavioral and
environmental processes, some assumptions inevitably have to
be made [30]. The current study adopts the following assumptions:

1. Interior airflow is modeled as an incompressible Newtonian
buoyancy-driven fluid governed by a Boussinesq approxima-
tion, Egs. (1)-(3).

2. Radiative heat transfer effects are not considered.

3. Solar irradiation flux is not taken into account.

The first assumption is standard in the computational studies of
indoor airflow in buildings and thermal convection [4,73-76]. The
last two assumptions are typical in LES studies of the built environ-
ment [3,77-80], and are related to a difficulty of implementation of
radiation models in the LES framework, including the issues of the
computational efficiency [35,81], parallelization [82,83], and a lack
of reliable subgrid-scale models for the radiation terms [84]. Thus,
inclusion of the radiation effects in the current LES model is left for
future work.

2.4. Simulation details

2.4.1. Numerical grid

The residential building model described in Section 2.1 is dis-
cretized with a spectral element mesh, where element boundaries
are shown in black in Figs. 1-4. As can be seen, the elements are
mostly cubical, of the size 0.2 m x 0.2 m x 0.2 m, except in a few
places, where specific geometrical features prevent them from
being cubical, such as, for example, in the exterior solid layer,
which is 0.1 m thick, or in and around the interior partitions, which
are 0.14 m thick. As an example of rectangular elements, a close-up
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view of the mesh around Room 4 with an instantaneous tempera-
ture snapshot superimposed is presented in Fig. 5. Similar rectan-
gular element features are found in the other rooms. As can be
seen, the choice of rectangular elements is purely due to geometri-
cal constraints, and it has no effect on the resolved flow structures.
The maximum aspect ratio of the rectangular elements in the cur-
rent mesh is two, which is considered low for a numerical method
to have any adverse effects related to stretched elements [60,85].
The number of elements are 22,037 in the fluid domain, and
9,715 in the solid domain, resulting in 31,752 elements total. Func-
tions within each element are discretized with N = 7 order poly-
nomials (N =5% for pressure), which results in additional 8>
interior collocation points per element (6> points for pressure).
This yields an effective grid resolution of approximately 0.025 m
in each direction, typical of the LES resolution employed in previ-
ous studies of an airflow and thermal convection in the built envi-
ronment [3,78,79]. An example of the computational grid with the
interior collocation points included is shown in Fig. 6; compare
with Fig. 2, where the same view of the grid is shown with only
the element boundaries plotted, without interior collocation
points. The employed numerical grid results in approximately 16
mln. grid points for the total LES simulation. A grid convergence
study is presented in Section (3.4).

2.4.2. Inlet air vent model

For the air supply vents located in the Rooms 1, 2 and 4, we con-
sider a standard four-way deflection square vent model schemati-
cally shown in Fig. 7. To model the air flow through the four-way
deflection vent, the following velocity boundary conditions are
used

uZ = 7”7
uy=wvs,u, =0, if x>x.,y >y,
Uy =0,uy = —vs, if x>x.,y <y, (5)

Uy =0,uy, = ws, if X <X,y >y,
uy=-wvs,u, =0, if x <X,y <Y,

with the scaling factor s > 0 being equal to
s=(1-@L-17)(1- @, -1)°), 6)

where v=1m/s,(x.,y.) is the center of each air supply vent,
Iy =|x —xc|/h,l, =y — y.|/h, I 1, € [0,1] correspond to the non-
dimensional distances from the vent center normalized by the vent
half-width, and h = 0.1 m is the half-width of each square side of
the vent. The scaling factor s is used to ensure the continuity of
the tangential velocity component at the junctions between the
quarter partitions, where it is set to zero, as well as at the outer
edges of the partitions. The positive direction of z axis is pointing
upwards (from the ground to the ceiling), the positive direction of
X axis is pointing from Room 1 to Room 4, and the positive direction
of y axis is pointing from Room 1 to Room 2 as can be seen in the
floor plan shown in Figs. 1 and 2. The model (5) thus provides the
flow that spreads outward in every direction, in agreement with
the operation of the actual vent. The specified inlet velocity yields
95.56 CFM airflow per air supply vent, and 382.24 CFM airflow in
total for the four vents considered in the current building model.

2.4.3. Simulation setup

The current simulations model an on/off operation of the resi-
dential HVAC system, wherein each AC cycle consists of two
stages: cooling stage characterized by a forced convection when
AC is running, and heating stage characterized by a natural convec-
tion when AC is turned off. A variable time stepping strategy is
adopted to increase the efficiency of the simulations, where the
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Olm

Fig. 5. Close-up view of the mesh in x — z cross-sectional plane taken through the center of the air supply vent in Room 4 showing rectangular elements within the roof,
exterior wall, and the inner partition. Instantaneous temperature snapshot is superimposed on the mesh. Only element boundaries are shown (no interior collocation points).

0.0 1.0 2.0 3.0 4.0

5.0 6.0 7.0 8.0 9.0
X (m)

Fig. 6. A slice of the computational grid with interior collocation points included corresponding to a cross sectional view of the house model in Fig. 2.

Fig. 7. A schematic of a four-way deflection square vent; modeled after Speedi
Grille - 1010 CW4 ceiling vent.

time step of At=5x10"* s is used for a cooling stage, and

At =25 x 107 s is used for a heating stage. The smaller time step
is required for the cooling stage in order to resolve the motions of

the small-scale turbulent eddies generated by the cooling jet asso-
ciated with the short time scales. Additionally, time step needed
for stability is inversely proportional to the flow velocity scale,
according to the Courant-Friedrichs-Lewy condition [86], which
leads to smaller time steps for the cooling stage due to a higher
jet velocity. The time step can be relaxed for the heating stage,
associated with the air motion by natural convection, which is
slower than the forced jet flow.

Boundary Conditions. For the cooling stage, the inlet velocity
given by Eq. (5) is specified at each air supply vent, with the air
inlet temperature set to 60 °F (288.706 K). The air return vent in
Room 3 is modeled as an outflow boundary condition during the
cooling stage.

For the heating stage, the air inlet velocity at all the supply
vents, and at the return vent is set to zero, with insulated boundary
conditions for the temperature, modeling a shut-down of the flow
through the ventilation duct. The flow during the heating stage is
driven only by buoyancy force, corresponding to a situation of a
natural convection.

For both stages, velocity boundary conditions at all the walls,
partitions, windows and the door, are set as the no-slip. For the
fluid domain, insulated temperature boundary condition is applied
on the bottom floor interfacing the ground, and on the lateral walls
of the air vents, while all the temperature interfaces with the
building walls are handled through the conjugate heat transfer
approach. For the solid domain, the temperature at the building
exterior boundary I'gs, including the vertical solid walls, windows,
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door and the roof, is set to Tgs = T|r,, = 100 °F (310.928 K). This
setup aims to model operational conditions for a residential house-
hold during an Arizona central valley summer day, where the out-
side temperature holds nearly constant for several hours [87,88]. A
comparison of the employed isothermal boundary conditions for
the building exterior surface with the convection boundary condi-
tions (boundary conditions of the third kind) is included in
Section (3.5).

Initial Conditions. Prior to a start of a regular on/off cycling of the
air-conditioning equipment, the simulations undergo an initial
development period. We wish to set up initial conditions, which
correspond to an interior air temperature of To =81 °F
(300.3722 K), and an outside temperature of T, =100 °F
(310.928 K), to model a typical indoor environment of a residential
house during the mid-day in Arizona central valley summer. How-
ever, the temperature distribution within the solid walls corre-
sponding to these two bounding temperature points, is unknown.
Ideally, one would want to set up a temperature profile within
the solid walls that corresponds to a steady-state solution of the
coupled heat transfer problem. But the only steady-state solution
to this problem, without AC running, would correspond to an even-
tual heating of the interior air to 100 °F, while with AC running, we
can not have a steady state due to cycling. To circumvent this prob-
lem, we start with the initial conditions of the fluid at rest, interior
and exterior air temperatures as specified above (81 °F for interior
and 100 °F for exterior), and the solid wall temperature at 81 °F,
and we let the simulations run, with the AC turned off, until the
temperature at the interface between the inner wall and the room
air at a particular probe location in the center of Room 1 at a height
of 1.6 m (shown in black in Fig. 1) reaches 81.5 °F (300.65 K), which
means that the outdoor heat started penetrating inside the build-
ing walls. To speed up the initial heating process, we also turn
off a natural convection within the house, i.e. we do not consider
an effect of buoyancy force during this initial stage of the simula-
tions, whose purpose is solely to provide reasonable wall temper-
ature profile for the initiation of the on/off cycling. This initial
heating stage can be viewed as a natural heating process corre-
sponding to a mid-morning time, when the house is still suffi-
ciently cooled from the night, but the building envelope
gradually starts heating up from the warming weather outside.

2.4.4. AC cycling control model

After this initial development stage, we start the AC cycling,
originating with the cooling stage. To control the AC cycling, we
consider a central air model, with a single thermostat probe
located next to the center-left interior partition within the Room
3, as shown by a blue dot in Fig. 1. The thermostat probe is located
0.015 m away from the wall at a height of 1.6 m, and has a coordi-
nate description as (4.155, 3.7, 1.6) in meters. We allow for a small
offset between the thermostat probe and the wall, so it would
detect the air temperature, and not the wall temperature, for more
reliable readings. The deadband is set between 79 °F and 81 °F, i.e.
AC turns off when the temperature at the probe reaches 79 °F, and
turns on again, when it reaches 81 °F.

3. Validation

Before documenting the main results of the current study, we
present a detailed validation of the computational method. First,
we validate the conjugate heat transfer model versus previously
published results [42]. Second, we validate the LES model on the
case of a ventilated room model against experimental data [72],
and the results of the LES simulations of [3]. Third, we apply the
developed full house model with an on/off HVAC control to the
case study presented in [10], and compare Nek5000 results with
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both the field data, and the EnergyPlus simulations documented
in [10]. We also perform a grid convergence study, and an analysis
of the sensitivity of the simulations to the exterior building wall
boundary condition. Validation of the constituent physical mod-
ules of the solver on the test problems, combined with grid refine-
ment studies, is a reliable practice for validation of CFD models in
the analysis of flow and heat transfer in and around buildings [89-
91].

3.1. Validation of conjugate heat transfer model

To validate the conjugate heat transfer model in Nek5000, a
two-dimensional, laminar, natural convection flow in a square
enclosure is simulated and compared with the previous numerical
results of [42].

Fluid domain is a square with coordinates [0,1] x [0,1] that
defines a characteristic length L = 1, and solid domain is an adja-
cent rectangle with the thickness of 0.2 attached to the right
boundary of the fluid domain at [1,1.2] x [0, 1], as can be seen in
Fig. 8(a). The fluid-solid interface is a vertical line from (1,0) to
(1,1) shown in black in Fig. 8(a). In the simulation, following
[42], all the parameters are set to be non-dimensional with
p=1,u=1,C, =1, and k = 1/0.7 for the fluid and the solid.

The initial condition is at rest with Ty = 0. The lower horizontal
wall from (0, 0) to (1.2,0), and the upper horizontal wall from (0, 1)
to (1.2,1) are insulated. Isothermal temperature boundary condi-
tions are defined on the left vertical wall from (0, 0) to (0, 1) with
Tc =0, and on the right vertical wall from (1.2,0) to (1.2,1) with
Ty = 1. Grashof number Gr=gp(Ty — Tc)L3p?/u2, is set to be
10%,10°,10° and 107, as in [42]. The numerical mesh, which is
shown in Fig. 8(a), is uniform and consists of square elements of

the size 0.2 x 0.2 employing 5"-order polynomial basis functions
for velocity and temperature within each element.

The time step size in Nek5000 simulations is set to
107%,107%,107%,107°, for the four values of the Gr number, respec-
tively. Since the results in Ref. [42] are from a steady state model,
and our simulations are transient, the results from Nek5000 are
presented at the time t = 2, when the flow has reached a steady
state. The comparison of the normalized temperature at the
fluid-solid interface between the current simulations and Ref.
[42]is shown in Fig. 8b) and in Table 2, and an excellent agreement
is observed. In Table 2, we present the mean error €, the root-mean
square standard deviation o, and the percent relative error, €.,
defined as

S Ipge D
,

€= N

(7)

N2
Z:\JZ] <|Dicurrent _ Diref| _ 6)
o= = , (®)

€

—, 9)
‘Dref‘

Erel =
where D stands for the data to be compared (normalized tempera-
ture from Fig. 8(b) in this case), superscript “current” refers to the
current data, superscript “ref” refers to the reference data, N is the
number of samples available for comparison, and Dy in Eq. (9)
stands for an average value of the reference data.

3.2. Validation of Large Eddy Simulation model

The validation of the presented Large Eddy Simulation model is
performed using a test case of a ventilated model room against
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Fig. 8. Visualization and comparison of data for conjugate heat transfer validation test case with the data from Ref. [42].

Table 2
Quantitative comparison of temperature data for the conjugate heat transfer
validation test case with the data from Ref. [42].

Data Mean square error, € STD, ¢ Relative error, €. %
Gr = 1e3 0.0041 0.0012 0.4953 %
Gr = 1e5 0.0099 0.0027 1.6883 %
Gr = 1e6 0.0015 0.0016 0.3447 %
Gr = 1e7 0.0039 0.0039 1.2942 %

experimental data [72] and the LES simulations in [3]. The model
room corresponds to a rectangular box with the floor area of
0.914 m x 0.457 m and the height of 0.305 m, with a 0.03 m thick
wall partition of a height 0.15 m located in the middle of the room.
The ceiling of the room features one air inlet and one air outlet,
both of the size 0.1 m x 0.1 m. A steady plug flow with the velocity
of 0.235 m/s is specified at the inlet. Based on the inlet velocity and
the inlet width, the Reynolds number of the inlet airflow is 1500.
All geometrical and physical parameters of the study are taken
exactly as in the references [72,3]. The numerical mesh consists
of cuboid elements of the average size 0.13 m x 0.15m x 0.15 m,
which are correspondingly refined near the location of the air vents
to conform to the geometry. Following [3], we run the simulations
with the time step of At = 0.05 s, for 2000 time steps, upon which
a statistical information is collected for 10,000 time steps, corre-
sponding to 500 s in physical time. Fig. 9 illustrates a mean airflow
pattern in the room by plotting time-averaged velocity magnitude
with the superimposed in-plane velocity vectors, where the
Nek5000 computational grid including the elements and the collo-
cation points is also shown.

Fig. 10(a) compares time-averaged profile of vertical velocity
along the center of the vertical inlet jet with the experiments
[72] and the simulations [3], while Fig. 10(b) compares time-
averaged vertical velocity profile along the horizontal line at the
mid-partitioned height and the mid-plane. Quantitative compar-
ison of data is presented in Table 3, where the definition of errors
is the same as in Egs. (7)-(9)), and the data D stands for the vertical
velocity at the respective locations. In both cases, an excellent
agreement is obtained. Note that a high value of percent relative

error in Fig. 10(b) is due to a division by an average value in Eq.
(9), which in this case is close to zero, precisely, 0.0402.

3.3. Validation of house HVAC control model

In this section, we present a validation of our residential house
model with the on/off HVAC temperature control implemented
according to the strategy described in Section 2.4.4. We compare
our simulations with both the field data and the EnergyPlus simu-
lations documented in Ref. [10]. The data in Ref. [10] is for a single
story medium-size residential house located in Sacramento, CA
[92]. Sacramento, CA, the same as Phoenix, AZ, are both located
in the Building America “hot-dry” climate zone [93]. The data for
the field study was collected in the month of August, when the lar-
gest cooling loads occur [10]. For the validation of our AC cycling
model, we chose to compare with the day-time temperature data
of Ref. [10] corresponding to the time period between 10 am and
3 pm, when AC was running using an on/off temperature control,
with a constant thermostat setpoint set to 70.52 °F (corresponding
to an upper bound of a deadband) and a deadband interval of
1.8 °F. Since every building has different thermal mass characteris-
tics, following [10], we adjust the thermal mass to match the
observed fluctuation of interior temperatures when the HVAC sys-
tem is both on and off.

A comparison of the indoor temperature in our simulations
with the field data and EnergyPlus simulations of Ref. [10] is shown
in Fig. 11. Fig. 11 shows a good agreement of Nek5000 data with
both the field data and EnergyPlus simulations with on/off model.
It can also be observed that the omission of on/off model in Ener-
gyPlus simulations completely misses the cyclic temperature
behavior as described in Ref. [10], showing the importance of
inclusion of the dynamic HVAC control models into the building
simulation software. Note that since the geometry and the setup
of the model house are not the same in the current work and in
Ref. [10], we do not expect a one-to-one correspondence between
the data, but rather an agreement in the overall trends with respect
to a temperature variation during the cooling and heating cycles, as
well as the average cycle dynamics. It is interesting to note that the
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Fig. 10. Comparison of time-averaged velocity profiles for the ventilated room validation test case with the data from Refs. [72,3].

Table 3
Quantitative comparison of vertical velocity data for the ventilated room validation
test case with the data from Ref. [3].

Data Mean error, € STD, ¢ Relative error, €, %
Fig. 10(a) 0.0083 0.0060 4.1978 %
Fig. 10(b) 0.0204 0.0257 50.7472 %

temperature reaches the values higher than the deadband for the
field data, while it is controlled more precisely in both Nek5000
and EnergyPlus simulations. This might be due to the fact that
the original field study did not install a sensor next to the ther-
mostat to confirm setpoint values as thermostat can have an
uncertainty of 1-2 °F [10]. Another possible reason is that the aver-
aged room temperature between the living room, master bedroom
and the den is plotted for the field data in Ref. [10], with the den,
located quite far from a thermostat and not having its own cooling
vent, potentially contributing to higher measured temperatures. In
EnergyPlus, the on/off AC switch is controlled directly by the mean
zone temperature and not by a temperature from a pointwise sen-
sor location, while in Nek5000, Room 3 (whose temperature is
plotted) and the thermostat are located close to each other, and

there is no physical thermostat uncertainty in the simulations,
explaining a better agreement in temperature values between
the two numerical models, rather than between the field data
and the two models. A quantitative comparison between the
Nek5000 results and the data from Ref. [10] is presented in Table 4.
It is seen that the mean value for the duration of both cooling and
heating cycles agrees well between Nek5000, EnergyPlus and the
field data. A good agreement in variability is also noted, apart from
a high value of cooling variability in the field data, which can be
associated with the uncertainty in a thermostat setpoint tempera-
ture, as mentioned above.

3.4. Grid convergence study

This section demonstrates the grid convergence study for the
full house computational model described in Section 2.4.1. Specif-
ically, we compare an employed mesh using 16 mln. grid points,
corresponding to N = 7 polynomial order, to a coarser mesh of
10.7 min. grid points, corresponding to N = 6 polynomial order.
A comparison is performed for a cooling stage of the cycles 14
and 15 and is presented in Fig. 12. As can be seen from the figure,
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Fig. 11. Comparison of the interior temperature fluctuations with the on/off AC control between the current simulations and the field data of Cetin et al. [10] and the
EnergyPlus simulations with and without on/off AC control [10]. Horizontally-averaged temperature in Room 3 at the thermostat level is plotted for Nek5000; data for the

field measurements and EnergyPlus are as described in [10].

Table 4

Quantitative comparison of data for the cooling and heating cycles duration and variability between the current house HVAC simulations, the field data of Cetin et al. [10], and the

EnergyPlus simulations of Cetin et al. [10].

Cooling STD, % Heating Average (min) Heating STD, %

Data Cooling Average (min)
Cetin et al. EnergyPlus with on/off 16.6968
Cetin et al. Field data 16.7857
Nek5000 17.0944

10.49% 20.8929 6.8%
22.02% 21.5179 7.09%
11.01% 20.2584 7.36%

the results are very close, with the maximum deviation of less than
2%, which confirms that the original grid is sufficiently refined.

3.5. Sensitivity to external wall temperature boundary conditions

As mentioned in Section 2.4.3, the current computational model
uses isothermal boundary conditions for the exterior surface of the
building walls. In this section, we compare the isothermal bound-
ary conditions with the convection boundary conditions, also
known as the boundary conditions of the third kind, frequently
used in the simulations of the building environment [30,34]. We
would, however, like to note that in the aforementioned references,
the convection boundary conditions were used on the exterior
building walls, which were modeled as zero-thickness virtual divi-
ders between the interior and the exterior air, i.e., without a conju-
gate heat transfer modeling. Nonetheless, a comparison between
the two types of boundary conditions as applied to the exterior
surface of a finite-thickness building wall in the current CHT
approach is presented below.

Convection boundary conditions are described by the following
equation

—kVT 71 =h(T - Ts), on T, (10)

where T is the unknown temperature on the external solid bound-
ary I, 11 is the outward unit surface normal, k is thermal conduc-
tivity of the solid, T, is the ambient temperature outside the
building, and h, is the convective heat transfer coefficient governing

10

the heat flux between the building surface and the ambient sur-
roundings. Consistent with the isothermal formulation, we set the
external temperature T, =° F(310.928 K). Convective heat transfer
coefficient is defined to be h. = 50 W/(m?K), which is typical for a
forced convection in air [94,95], and the coefficient of thermal con-
ductivity k for each material is as specified in Table 1.

Comparison is presented in Fig. 13 for both the cooling and the
heating stages for cycles 14 and 15. It can be seen that the differ-
ences introduced by the changes in boundary conditions are
insignificant. The temperature profiles obtained with the two
boundary conditions are essentially identical for the entire dura-
tion of the heating cycle, and for most of the cooling cycle. A slight
deviation in the end of the cooling cycle is most likely related to a
chaotic turbulent state associated with the late stages of mixing
between the cooling jet and the warm interior air. Thus, this differ-
ence is more likely associated with a different realization of a tur-
bulent state, rather than being solely attributed to the effect of
boundary conditions. We thus conclude that isothermal boundary
conditions for the exterior wall surface temperature represent an
adequate approximation in the current study.

4. Results

Having validated our conjugate heat transfer LES-HVAC simula-
tion model using benchmark problems, field data, and a grid inde-
pendence test, we now apply the methodology to simulate a case
study of a residential house model in Phoenix, AZ, presented in
Section 2.1. As opposed to field measurements, which are hard to
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lines) and convection (dashed lines) boundary conditions on the external solid wall surfaces. (For interpretation of the references to color in this figure legend, the reader is

referred to the web version of this article.)

obtain in more than a few selected sensor locations, and to Energy-
Plus simulations which only output the mean zone temperature,
the advantages of our CFD approach is that the entire transient
temperature field inside the house is available and can be easily
probed.

4.1. Cooling and heating cycles

The total time of the simulations consists of an initial heating
stage, followed by 30 cooling and heating cycles, which corre-

11

sponds to the total of 467.37 min of physical time, or approxi-
mately 7.8 h. The breakdown of the total simulation time into
the heating and cooling stages, as well as the initial stage, is pre-
sented in Table 5. It can be seen that the initial heating stage,
which heats the inner wall by only 0.5 °F, takes 108.5 min, or
1.8 h, which testifies of rather long time scales associated with
the solid heat transfer process due to relatively high thermal mass
(pCp) of the exterior wood wall. One can notice from Table 5 that
the cooling stage occupies only 7.8% of the total elapsed time, sig-
nifying an extreme importance of incorporating AC idling and nat-
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Table 5

Simulation time and percent breakdown between different stages.
Stage Initial heating Total cycle cooling Total cycle heating Total
Time, min. 108.5 36.69 322.18 467.37
Percent of total 23.2% 7.8% 69% 100%

ural heating effects into the HVAC operation and building energy
models, since no energy is consumed when AC is turned off, which
corresponds to 90% time in the combined cycle.

Table 6 gives a detailed breakdown of the cooling and heating
time spent in each AC cycle for the 30 cycles simulated. For a con-
venience of analysis, we break the cycles into the three groups of
10 cycles each. It can be seen that the heating time is significantly
reduced between Group 1 (1-10 cycles) and Group 2 (11-20
cycles), while it is further reduced for Group 3 (21-30 cycles),
but only slightly. Cooling time is slightly reduced between Group
1 and Group 2, while it is essentially unchanged for Group 3. To
better illustrate these effects, Fig. 14 presents the bar plots for
the calculated cooling and heating time periods. It can be clearly
seen that the first 10 cycles correspond to the most significant
reduction in the average cycle time both for cooling and for heating
cycles, although the effect is more significant for heating than for
cooling. This reduction in the average duration of the cooling and
heating cycles, although similar in its perceived outcome, is caused
by different phenomena. For the cooling, it corresponds to a better
cooling efficiency once the cooling air gets better mixed with the
warm room air. The reduction in the heating cycles is, however,
due to a gradual heating of the building envelope by the outside
air, which acts to increase the inner wall temperature and, thus,
leads to a higher heat transfer rate through the building walls.
These two different reasons can also explain why the cooling cycles
stabilize after the first 10 cycles, while the heating cycles keep
decreasing in time. The cooling cycles stabilize once the air is
mixed to a sufficient degree, which yields a flow pattern that no
longer significantly changes between cooling cycles. However,
the heating cycles keep decreasing in time, because the building
wall continues to heat, although the rate of this heating diminishes
once the temperature gradient inside the solid wall starts
approaching a constant value.

We can also notice a significant variability in the cooling and
heating times, which is further illustrated in Table 7, which lists
the average value, the standard deviation, and the standard devia-
tion as the percent of the average value, calculated separately for
each Groups 1 to 3. It can be seen that the variability is especially
pronounced during the first 10 cycles, reaching as much as 20.7%
for cooling and 26% for heating. However, Groups 2 and 3, while
keeping relatively unchanged mean values, demonstrate 7-13%
variability, which is significant, especially in a consideration of
electric grid stability and demand response. In comparison with
the field and EnergyPlus data of Cetin et al. [10] in Table 4, the vari-
ability levels in Groups 2 and 3 agree very well with these data.

Additionally, cooling variability is typically higher than the heating
variability, the trend that can also be observed in the field data, due
to the reasons explained below in Section 4.2. Variability of cycles
in Group 1, which is in the early stages of the simulations, is related
to a rapid drop in the mean heating cycle times as the house gets
heated from the walls, which explains both the high values of vari-
ability in Group 1, and the fact that the heating variability is higher
than the cooling variability in this group. To further understand the
nature of this variability, Table 8 documents the percent deviation
for each cooling and heating cycle from their corresponding in-
group mean value. Surprisingly, it can be seen that, the positive
and negative fluctuations from the mean in both cooling and heat-
ing cycles typically, but not always, correlate with each other, i.e., if
we had a significantly shorter cooling cycle, it is very likely that the
following heating cycle will be shorter as well. To test this hypoth-
esis, we compute the percent deviation for the duration of each
cycle from the previous cycle in Table 9, defined as
At = (toumrent _ gprevious) jyprevious » 100%  for  cooling,  and

Aty = (tﬁ””e"t - tﬁre”ious) /LI 5 100% for heating. Fig. 15 docu-

ments the quadrant plot of the cooling and heating time deviations
At., Aty. It can be seen from the figure that almost all the data falls
into the Quadrants 1 or 3, meaning that we have a very good cor-
relation between the same-sign deviations for the cooling and
heating time periods from the previous cycle, and, indeed, the
computed correlation coefficient is R = 0.92. The exception to this
rule are three cycles within the first group, when the flow is still in
a developmental stage, and Cycle 28, which is an outlier due to a
chaotic nature of turbulence. Thus, while it might be tempting to
conclude that the shorter cooling cycles are beneficial because they
save energy, it must be kept in mind that the follow-up heating
cycle will likely be short as well, so that the time duration until
the next energy consumption period is shortened, which negates
the perceived original energy benefit. It will be shown in the next
section that both positive and negative time fluctuations from the
mean are caused by the temperature fluctuations at the thermostat
level created by the turbulent motions associated with the interac-
tion of the cooling jet and the in-room air.

4.2. Thermostat readings

To further understand the nature of the cycle-to-cycle variabil-
ity, in this section we examine the temperature signal as obtained
from the thermostat probe during the cooling and heating periods
for two representative cycles. We choose to compare cycles 25 and

Table 6

Cooling and heating time consumption in minutes for the 30 cycles.
Cycle No. 1 2 3 4 5 6 7 8 9 10 Total
Cooling time 1.71 1.41 1.54 0.89 1.25 1.26 1.48 0.80 1.19 1.26 12.79
Heating time 17.96 20.60 19.86 12.51 15.01 13.98 15.49 8.07 11.23 11.48 146.19
Cycle No. 11 12 13 14 15 16 17 18 19 20 Total
Cooling time 1.15 1.14 1.23 1.04 1.23 1.18 1.23 1.17 1.46 1.04 11.87
Heating time 10.24 10.15 10.33 9.13 9.69 9.20 9.45 9.35 9.77 7.60 94.91
Cycle No. 21 22 23 24 25 26 27 28 29 30 Total
Cooling time 1.45 1.05 1.21 1.17 1.05 1.43 1.15 1.09 1.03 1.40 12.03
Heating time 9.85 7.61 8.70 8.05 7.27 9.01 7.18 7.66 6.98 8.77 81.08

12
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Fig. 14. Bar plot of the cooling and heating time periods within the simulated 30 cycles.
Table 7
Average value and standard deviation for the cooling and heating time periods for the 30 cycles.
Cycle No. 1-10 Average, min. STD, min. STD, %
Cooling time 1.28 0.28 20.71 %
Heating time 14.62 4.00 2599 %
Cycle No. 11-20 Average, min. STD, min. STD, %
Cooling time 1.19 0.12 9.50%
Heating time 9.49 0.79 791 %
Cycle No. 21-30 Average, min. STD, min. STD, %
Cooling time 1.20 0.16 13.01%
Heating time 8.11 0.94 10.98 %
Table 8
Percent deviation from the in-group mean for the cooling and heating time periods.
Cycle No. 1 2 3 4 5 6 7 8 9 10 Mean
Cooling time 33.70% 10.24% 20.41% -30.41% —2.27% —1.49% 15.72% —37.45% —6.96% —1.49% 1.28 min.
Heating time 22.85% 40.91% 35.85% —14.43% 2.67% —4.37% 5.96% —44.80% -23.18% —21.47% 14.62 min.
Cycle No. 11 12 13 14 15 16 17 18 19 20 Mean
Cooling time -3.12% —3.96% 3.62% -12.38% 3.62% —0.59% 3.62% -1.43% 22.30% -12.38% 1.19 min.
Heating time 7.90% 6.94% 8.84% —3.80% 2.10% -3.07% —0.43% —1.490% 2.94% —19.92% 9.49. min.
Cycle No. 21 22 23 24 25 26 27 28 29 30 Mean
Cooling time 20.53% -12.72% 0.58% —2.74% —12.72% 18.87% —4.41% -9.39% —14.38% 16.38% 1.20 min.
Heating time 21.48% —6.14% 7.30% -0.72% -10.34% 11.12% -11.42% —5.53% -13.91% 8.16% 8.11 min.
Table 9
Percent deviation for each cycle from the previous cycle for the cooling and heating time periods, At. and At;.
Cycle No. 1 2 3 4 5 6 7 8 9 10
Cooling time N/A -17.54% 9.22% —42.21% 40.45% 0.8% 17.46% —45.95% 48.75% 5.88%
Heating time N/A 14.70% —3.56% —37.00% 19.98% —6.86% 10.80% —47.90% 39.16% 2.22%
Cycle No. 11 12 13 14 15 16 17 18 19 20
Cooling time —8.73% -0.87% 7.89% —15.44% 18.27% —4.07% 4.24% —4.88% 24.79% —28.77%
Heating time -10.80% —0.88% 1.77% -11.62% 6.13% —5.06% 2.71% —1.06% 4.49% -22.21%
Cycle No. 21 22 23 24 25 26 27 28 29 30
Cooling time 39.42% —27.59% 15.24% -3.31% -10.26% 36.19% -19.58% —5.22% —5.50% 35.92%
Heating time 29.60% —22.74% 14.32% ~7.47% —9.69% 23.93% -20.31% 6.68% —8.88% 25.64%

26, which exhibit a large negative, and large positive, time fluctu-
ations, respectively. Fig. 16 shows the temperature readings at the
thermostat probe as compared to the temperature in the Rooms 1-
4 averaged over horizontal planes at the thermostat height of
z=1.6 m. For a reference, we also plot the room temperatures
averaged over a height of z=1 m and z = 0.2 m, respectively.
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We see from Fig. 16(a) that at the end of the cooling cycle the
thermostat probe signal exhibits a large negative fluctuation from
the corresponding Room 3 averaged temperature at that height,
making a temperature at the thermostat reach the lower bound
of a deadband of 79 °F early, thus ending the cooling cycle early.
Note that, due to an early termination of the cycle, the actual Room



Y. Xu and Y.T. Peet

At,%
&
25 %
X0
o,
(0} Q A tC, /0
1 1 (&) 1 1
-50 -25 ke 25 50
* o
3 25T
(o)
(@)

Fig. 15. Correlation between cooling and heating time deviations for each cycle
from the previous cycle, At. and At. Blue circles correspond to the data in Group 1,
red crosses in Group 2, and yellow squares in Group 3. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

3 temperature is actually at a higher value than 79 °F at the end of
the cycle 25. This also explains the shortening of the follow-up
heating cycle, since Room 3 now needs to heat up by a smaller
amount during the heating stage, since it starts with an elevated
temperature at the beginning. For the cycle 26, where we have a
positive shift in a cooling time duration, the situation is reversed
- the thermostat probe encounters a large positive temperature
fluctuation, which makes the AC unit keep cooling longer, with
the resulting end-of-the-cycle averaged Room 3 temperature lower
than the deadband value of 79 °F. As a result, the heating cycle
needs to compensate for this overshoot, allowing the room to heat
for a longer time.

Fig. 16 also shows that the temperature variability is the most
significant at the end of the cooling cycle and the beginning of
the heating cycle, when the cooling air reaches the thermostat
location and results in large temperature fluctuations due to a
strong turbulent mixing between the cold and warm air regions.
When the AC is turned off, the effects of the turbulent mixing asso-
ciated with the forced convection gradually disappear, and, once
the natural convection sets up, it results in a more uniform temper-
ature distribution across the given horizontal planes throughout
the entire house, as can be seen by a very good collapse of the tem-
perature plots across all the rooms at any given height during the
later part of the heating cycle. We can thus conclude that the vari-
ability in the duration of the cooling cycles results from the turbu-
lent nature of the cooling jet flow, while variability in the duration
of the heating cycles is rather attributed to the over- or under-
shoots of a preceding cooling cycle, and not to the temperature
fluctuations due to turbulence. This explains a relatively higher
value of variability for the cooling cycles as compared to the heat-
ing cycles.

4.3. Remote room temperature probes

We now turn to examine the individual room temperatures that
are established during the operation of the current HVAC system
model with a central thermostat control setting. From Fig. 16 we
see that the average temperature of Room 3 is typically higher dur-
ing the cooling cycle than the temperature within the living room
(Room 4) and the bedrooms (Rooms 1 and 2), since the thermostat
is located in the hallway, which does not have its own air supply
vent. This leads to the fact that Rooms 1, 2 and 4 typically experi-
ence colder temperatures at the end of the cooling cycle than that
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set by a thermostat setpoint, which can clearly be seen in Fig. 16
(a). From the data, we can infer that this overcooling occurs for
most of the cycles, that is for all the cycles with positive, near-
zero, and even some negative fluctuations in duration, as can be
seen, for example, in Fig. 17, where cycles 14 and 24, both with
negative fluctuations in duration, are plotted. The overcooling
leads both to an excessive use of energy, when the rooms are
cooled by an amount larger than needed, and to a reduced thermal
comfort.

To propose a possible remedy, we investigate a potential effi-
ciency of remote room sensors, which can be used either for a
multi-zone control, or for a smart control of a central thermostat.
Thus, we place remote sensor probes into the Rooms 1, 2 and 4,
referred to as Probes 1, 2, 3. Probes 1, 2, 3, shown in red in Fig. 1,
are located, correspondingly, at (0.4,0.4,1.6),(0.4,7,1.6), and
(6.28,6.6,1.6), which is away from each air supply vent and not
too close to the walls, for reliable temperature readings. Fig. 18
compares the readings of the remote sensor probes with the room
averaged temperatures taken over the same height of 1.6 m for the
cycles 25 and 26. While turbulent fluctuations, especially at the
end of the cooling cycle and the beginning of the heating cycle,
as observed previously, are still pronounced, it can be seen, that
on average, the remote sensor probes can track the local room tem-
peratures fairly well, thus offering a promising technology for a
smart house HVAC control. While it is expected that a decentral-
ized temperature control system can substantially enhance a ther-
mal comfort of the building occupants and reduce the energy usage
by eliminating unnecessary overcooling of the interior spaces, its
effect on eradicating or reducing the AC cycle variability is
unknown, and needs further investigation.

4.4. Interior temperature distribution

This section examines the details of the temperature distribu-
tion inside the house during the cooling and heating cycles, which
can further explain the observed phenomena related to the cycle-
to-cycle variability, overcooling, and the differences between the
room temperatures. Fig. 19 shows the temperature distribution
at the end of the cooling stage for the cycles 25 and 26 across a hor-
izontal plane through z = 1.6 m, i.e., at the thermostat level. The
figure shows a footprint of four cooling jets, two in the middle of
both Rooms 1 and 2, and the other two in Room 4, which corre-
spond to the cooling air descending from the air supply vents.
The cooling air continues to descend until it hits the floor, upon
which it starts coming up along the walls and the interior parti-
tions of the rooms, as can be better viewed in Fig. 20 showing a
vertical cross-section of the house passing through the y = 2.1 m
line, i.e., through the center of the vents in the Rooms 1 and 4.
The cooling air around the interior partitions between the inner
rooms and Room 3 spills out into Room 3, and this is how the hall-
way is getting cooled, since it does not have its own air supply
vent. Comparing Figs. 20 and 19(b), corresponding to the cycles
25 and 26, respectively, we see that the shorter cycle 25, termi-
nated prematurely due to a cold plume impinging on a thermostat
probe, leads to the overall higher temperatures inside the house,
including Room 3 and the interior rooms; to the contrary, the
longer cycle 26 results in significant overcooling of the whole
space, and, especially, the interior rooms. Additionally, as seen
before from the line plots, the hallway is typically warmer on aver-
age than the interior rooms at the thermostat level, supporting the
argument that placing a single thermostat probe in a room that is
not directly cooled results in the overcooling of the inner rooms.

Figs. 21 and 22 show the temperature distribution at the end of
the heating cycles 25 and 26 across the horizontal plane z= 1.6 m,
and the vertical plane y =2.1 m, respectively. As commented
before, at the end of the heating cycle the air is much better mixed,
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Fig. 16. Thermostat probe readings as compared to the room averaged temperatures at different heights. Black dotted line: thermostat reading; Blue lines: Room 1; Red lines:
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the temperature distribution appears to be substantially more uni-
form, and the turbulent fluctuations are, overall, diminished,
except near the walls and the windows, where thermal boundary
layers result in a production of small-scale interacting cold and
hot plumes. Note that such boundary layers do not form at the
floor level, where adiabatic boundary conditions are set up, result-
ing in a zero mean temperature gradient, which can be seen in
Fig. 22. From Figs. 16(b), 16(d), 17(b), 17(d), we observe that Room
1 is consistently colder by approximately 0.3 °F at the thermostat
level at the end of the heating cycles, which seems to be a perma-
nent feature of the flow, and not an attribute of a cycle variability.
Indeed, the flow visualizations in Fig. 21 show that the tempera-
ture in Room 1 is lower for both the cycles 25 and 26 compared
to the rest of the house. This can be explained by the fact that this
is the only room in the house (apart from Room 3) that does not
have windows. Indeed, Rooms 2 and 4 receive an additional heat
through the windows. This strong thermal interaction between
the cooled interior air and the hot window surfaces creates a very
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interesting natural convection pattern shown in Fig. 23. It can be
seen that the air, warming especially fast through the large win-
dows in the living room, expands and pushes out of the living
room, entering the colder Room 1 and creating a large recirculating
vortex in Room 1. The effect of windows, although less significant,
can be observed during the cooling cycles as well, resulting in the
overall temperatures being the highest in Room 2 during cooling,
followed by Room 4, and then Room 1, see Figs. 16(a), 16(c), 17
(a), 17(c). In Room 4, we have a competing effect of larger window
surfaces, but also stronger cooling coming from the two vents,
which brings the temperature of Room 4 essentially down to the
level of Room 1 during cooling, in spite of having windows.

5. Conclusions

The aim of the current study was to investigate the effects of an
on/off operation of the air-conditioning system on the indoor air-
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Fig. 17. Thermostat probe readings as compared to the room averaged temperatures at different heights for the AC cycles 14 and 24. Line labels are the same as in the caption

to Fig. 16.

flow and temperature distribution within a medium-size single-
floor residential house. For that, a Large Eddy Simulations method-
ology coupled with a conjugate heat transfer technique was devel-
oped and employed to simulate the initial heating and the
subsequent 30 cooling and heating cycles within the model house,
with the constant thermostat setpoint of 80 °F and a deadband of
+1 °F. It was found that, even when the outdoor temperature and
the thermostat setpoint temperature are held constant, the dura-
tion of the heating and cooling cycles does not stay the same, but
varies significantly. The computed variability of 7-26% agrees well
with the field data, which documents 7-22% variability [10], and
with the EnergyPlus simulations [10]. As opposed to previous stud-
ies of the performance of air-conditioning systems with an on/off
operation, either conducted using building energy simulations, or
based on point-sensor measurements [10,12,13,17], the current
work using LES allows not only to observe the cycle-to-cycle vari-
ability, but also to explain it from the perspectives of airflow
dynamics. Specifically, it is concluded that the turbulent eddies
associated with the mixing of cooling jets and a warm air can bring
cold or hot parcels of gas in contact with the thermostat sensor,
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which would either terminate the cooling cycle prematurely, or
make it linger. This effect results in either overheating or overcool-
ing of the space, and is not desirable. Additionally, it contributes to
a power demand variability, and is disruptive for electric grid
stability.

The current study also demonstrates a low effectiveness of a
central thermostat control system. With a central thermostat sys-
tem, the temperature in the entire house is largely controlled by a
room where the thermostat is located. For example, in the current
model house, the thermostat is in the hallway, which does not have
its own cooling vent. When a hallway temperature reaches a set-
point, the temperature in the other rooms, which have cooling
vents, is significantly lower, which results in the overcooling of
the house. The effect is even more exacerbated when the cooling
cycle lasts longer than needed due to an appearance of a local
hot spot (high temperature fluctuation) at the thermostat probe.
As a consequence, in the current scenario, the house is almost
always overcooled. The overcooling leads both to an excessive
use of energy, and to a reduced thermal comfort. Note that,
depending on the house layout, a central thermostat system could
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lead to a predominant overheating of the house, for example, if a
thermostat is located close to a cooling vent.

Based on the current results, two remedies can be proposed to
improve the effectiveness of an on/off air-conditioning system in
a medium-size house. First, it is demonstrated that a zonal control
system has a potential of being more successful in keeping the
room temperatures close to a desired setpoint, since it was verified
in the current LES that the remote sensor probes located within the
rooms can track the average room temperatures consistently well.
Second, to reduce a cycle-to-cycle variability, it can be recom-
mended that the thermostat sensors not only consider instanta-
neous temperature readings, but also a time history of the signal,
so that the turbulent fluctuations can be averaged out. For future
work, it would be of interest to compare an on/off control strategy
with other thermostat control strategies, such as, for example, PID
or fuzzy control [5,6,12], and characterize their effect on the inte-
rior temperature distribution and cycle dynamics. Additionally, the
effect of radiation should be considered in the future work. To the
authors’ knowledge, the presented work is the first study that
addresses the effects of cyclic and an on/off AC equipment opera-
tion on the temperature distribution and the cycle variability,
which influences thermal comfort, energy consumption, and
power demand intermittency.
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