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This work presents the findings from awall-resolved large-eddy simulation (WRLES) study
of a canonical gas turbine film cooling configuration performed using a high-order spectral
element computational fluid dynamics (CFD) solver known as Nek5000. In particular, flow
over a flat plate with a single row of 7-7-7 shaped cooling holes (represented by a single hole
with periodic boundary conditions in the spanwise direction) was examined. Numerical results
for the baseline case comprised of blowing ratio (BR) of 2, density ratio of 1.6, inlet freestream
Reynolds number of 6000, and 30° cooling hole orientation relative to the mean flow were
compared with available experimental data. Thereafter, simulations for hole angles of 25°, 35°,
and 40° were performed (at BR = 2) to analyze the impact of hole orientation on the adiabatic
cooling effectiveness profiles; blowing ratio was also varied (keeping the cooling hole angle fixed
at 30°) to investigate its impact on adiabatic effectiveness. With respect to cooling hole angle,
it was found that the 30° case had the best peak cooling effectiveness, whereas the 25° case
exhibited a broader effectiveness profile with a lower peak due to the plenum flow being more
aligned with the bulk flow. On the other hand, lower blowing ratio cases showed a wider film
cooling effectiveness profile, but lower overall cooling effectiveness downstream of the cooling
hole due to the specifics of the chosen configuration.

I. Nomenclature

�' = Blowing ratio
��! = Courant–Friedrichs–Lewy number
� = Hole diameter
DNS = Direct numerical simulation
�' = Density ratio
FTT = Flow-through time
LES = Large-eddy simulation
) = Temperature
RANS = Reynolds-averaged Navier-Stokes
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'4� = Reynolds number based on hole diameter
[ = Film cooling effectiveness
\ = Normalized temperature

II. Introduction

Gas turbines require a high combustor exit temperature in order to be efficient. However, most gas turbine components
past the combustor exit cannot withstand the necessary high temperatures for very long. Therefore, effective turbine

cooling strategies are needed. Film cooling is a common approach, whereby air from the compressor stage is injected at
the surface of the parts in question to create a barrier between the high temperature gases and the sensitive hardware.
While film cooling has been a common practice for decades, understanding of the phenomenon is still imperfect, largely
because of the challenges presented by experiments in such harsh conditions. By simulating such a flow, the authors
seek to gain further insights into the film cooling phenomena.

Film cooling has been extensively studied via experiments in the past [1], but simulations have recently become a
common means of examining these flows. Reynolds-Averaged Navier-Stokes (RANS) simulations have been commonly
used for these studies [2, 3] due to low computational cost. However, due to the limits of the RANS turbulence modeling
approach, it tends to be a poor predictor for parameters like adiabatic effectiveness [4–6]. Other methods have been used
to improve upon these predictions. RANS hybridized with other models have become popular, using techniques like
unsteady RANS or Detached Eddy Simulation [7, 8]. Large-eddy simulation (LES), though, has become the preferred
simulation tool for studying film cooling effectiveness at lower cost than direct numerical simulation (DNS).

LES studies have been conducted for a variety of hole configurations. The simplest configuration that has been
frequently studied is the cylindrical hole configuration [5, 9–11]. The main issue with cylindrical hole configurations is
that they tend to inject the cooling fluid further into the boundary layer, thereby reducing the fluid’s contact with the
surface and thus cooling effectiveness. Shaped hole configurations, on the contrary, have been shown to generally have a
better cooling effectiveness, as they diffuse the flow out of the hole better, and as a result are a significant geometry of
study [12–18]. This work seeks to contribute to the existing body of literature on shaped hole film cooling by providing
further high-fidelity simulation datasets.

Beyond hole shape, there are other features of the flow which can substantially affect the cooling effectiveness. Hole
inclination angle has been occasionally studied [19–22], but investigations of its effects have been limited in scope and
have rarely been simulated. Changes in blowing ratio also substantially alter cooling performance [23–25], with its
results depending somewhat on the shape of the cooling hole configuration.

This manuscript summarizes a campaign of high-fidelity wall-resolved LES of shaped hole geometries at conditions
relevant to film cooling, using implicit LES for a 7-7-7 shaped hole configuration previously considered by Oliver and
coworkers [15]. Results of these simulations are compared to the previous experimental results for model verification
and validation. Results for velocity and adiabatic film cooling effectiveness are compared qualitatively and quantitatively.
Alterations to the configuration are then performed. Specifically, small adjustments are made to the angle of the cooling
hole above and below the baseline configuration for comparison. Further configuration changes explored include altering
the blowing ratio (�') for the baseline 30° configuration.

III. Computational Configuration
First, the geometry used for the simulations is described. Then, the details of the simulation configuration are

provided. Finally, adjustments made to the geometry and simulation configuration for the latter part of this work are
outlined.

A. Simulation Geometry
The geometry simulated in this work is identical to the one considered in Oliver et al. [15]. It consists of three parts:

a 7-7-7 shaped hole, a plenum feeding cooled air into the hole, and a flat plate acting as the surface to be cooled. The
hole geometry details are described in Ref. [26]. The configuration initially examined has the hole entering the flat plate
region at an angle of 30°. The original experiment’s geometry was set up as a series of these cooling holes arranged in
parallel, so as to mimic the cooling configurations typical of gas turbines.

The baseline flow configuration examined has a blowing ratio (�') of 2.0, a density ratio (�') of 1.6, a Reynolds
number of 6000 based on the diameter of the hole ('4�), and a freestream Mach number of approximately 0.15. The
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plenum consists of a 16� × 15� × 6� box centered around the smaller end of the shaped hole. The flat plate region is
described using a 25� × 5� × 6�, where the hole enters the geometry approximately 5.2� downstream of the inlet,
leaving a further 17.5� of the plate after the hole. An overview of this geometry can be seen in Fig. 1.

(a) Entire mesh

(b) Hole region mesh detail (c) Mesh detail of the flat plate region from above

Fig. 1 30° hole angle LES mesh with highlighted details.

B. Simulation Details
The flow was simulated using the Nek5000 [27] platform, a higher-order spectral element CFD code, using its

low Mach flow solver. The simulation performed was an implicit, wall-resolved LES, using a high-pass filter with
a relaxation term. The time scheme used was a semi-implicit second-order backward differentiation method with
extrapolation using an operator-integrator factor scheme (OIFS). The grid was created to be fairly coarse for the 30° case,
105128 elements, with refinement coming from the eighth-order polynomials used over each element, creating an
effective resolution of 53.8 million grid points. The grid is also more refined in locations of particular importance, such
as inside the hole and near the wall in the flat plate region. An overview of the grid can be seen in Fig. 1.

A variable time-stepping scheme was used for these simulations, restricted such that ��! ≤ 1.5, due to the use
of OIFS. Time-averaged statistics for the flow were taken over 18.6 flow-through times after an initial phase of 1.4
flow-through times to establish an approximately steady flow. During this initial development phase, a more typical

3



time-stepping scheme is used, restricting the ��! ≤ 0.5 for only the first 1.4 flow-through times. A flow-through time
(FTT) in this work was based on the freestream velocity of the flat plate region, indicating the length of time for a
theoretical fluid particle entering that region at the inflow boundary to travel to the outflow boundary.

C. Boundary Conditions
The incoming velocity profile over the flat plate was considered to be a Blasius boundary layer profile. Since

Nek5000 uses a non-dimensional framework, velocity was used as the non-dimensionalizing parameter, such that the
incoming freestream velocity over the flat plate region was equal to unity, given a '4� of 6000. To match the �' in the
plenum, a constant velocity inflow was applied at the bottom of the plenum, approximately 1.02% of the freestream
velocity over the flat plate. The appropriate �' was achieved in the experiment using air at 295K in the boundary
layer, and at 184K in the plenum region. Properties necessary to compute transport equations were taken from air at the
appropriate temperature condition, then normalized.

The spanwise boundaries in Fig. 1a were periodic for this simulation, so as to model an infinite series of holes next
to one another. The top boundary was open to allow flow to move freely out of the domain, as is the exit of the flat plate.
The walls of the hole, plenum, and flat plate regions were all considered as adiabatic walls under the no-slip condition.

D. Geometry and Configuration Variations: Hole Angle and Blowing Ratio

(a) Side view

(b) Detail of the flat plate region from above

Fig. 2 Geometries with varying hole angles overlaid on one another for comparison. The 30° baseline geometry
is outlined in red. 25°, 35°, and 40° geometries are outlined in black, blue, and magenta, respectively.
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Two types of alterations were made to the Oliver et al. [15] flow configuration in the latter part of this work to
examine their impact on cooling effectiveness. First, the angle of orientation of the hole relative to the flat plate region
was adjusted through a series of angles surrounding the 30° baseline case. Then, the blowing ratio of the baseline case
was decreased below �' = 2.0.

For the flow configurations inwhich the hole angle changes, most features of the geometry and flow (�, �', �', '4�)
remained consistent with the baseline case. The hole geometry angles examined in addition to the baseline 30° case were
25°, 35°, and 40°. These adjusted geometries can be seen in Fig. 2. The hole entry remains centered around the plenum,
and the center of the hole exit is fixed to the same location in the flat plate region as it is for the 30° orientation; this can
be seen in Fig. 2a. The adjusted exit profile of the hole results in changes to the length of the flat plate observable in the
domain after the hole exit, as can be seen in Fig. 2b.

The last set of cases only adjusted the blowing ratio, down from 2.0 in a sweep of �' = 0.5, 1.0, 1.5. This was
accomplished by adjusting the inflow velocity imposed at the bottom of the plenum to match the blowing ratio; thus,
'4� was kept the same as in the baseline case, as were density ratio and the hole configuration. The change in the
blowing ratio relative to the freestream velocity allowed the maximum ��! considered to be increased to 2.0 for the
�' = 1.0 and 1.5 cases, but the �' = 0.5 retained the same restrictions as the baseline case.

IV. Simulation Results
First, the 30° hole angle case was considered for simulation validation, comparing the current simulation results

to the experimental data from Oliver et al. [15]. Then, the 25°, 30°, 35°, and 40° hole angle cases were compared,
examining the change in film cooling effectiveness, [, due to the change in hole angle. Finally, the baseline case was
compared to WRLES corresponding to decreasing blowing ratio to examine how film cooling effectiveness changes
with this parameter.

A. Baseline Case: 30° Hole Angle

Fig. 3 Surface effectiveness [ in the flat plate region for the baseline 30° WRLES.

Examining the cooling effectiveness on the surface of the flat plate region, the present simulation appears to match
the experimental data quite well. The 2D plot of cooling effectiveness, shown in Fig. 3, visually matches the effectiveness
data from Oliver and coworkers. This cooling effectiveness is defined as

[ =
)∞ − )F
)∞ − )2

, (1)

where )∞ is the freestream temperature, )2 is the temperature of the coolant, and )F is the local temperature at the wall.
Generally, the contours of the surface effectiveness are approximately as broad as the previous experiment.

By examining 1D plots of surface effectiveness, a more quantitative comparison between the current simulation
and experiments is possible. The centerline surface effectiveness can be seen in Fig. 4. Here, the present simulation
matches the surface effectiveness of the experiments from the referenced work. Further evidence of the excellent match
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Fig. 4 Surface effectiveness [ at the centerline in the flat plate region for the baseline 30° WRLES. The figure
compares LES with experimental data from Oliver et al. [15]. G/� is measured from the downstream edge of
the hole.

in cooling effectiveness can be seen in Fig. 5. Here, the ”flattening” of the film cooling effectiveness profile can be more
easily quantified than in Fig. 3; that is, peak cooling effectiveness is seen to decrease downstream in the simulation,
but cooling effectiveness increases downstream at the edges of the wake region resulting from the cooling hole flow.
The present LES shows approximately the same behavior as the experiment, matching closely at the various stations
downstream of the hole. There is little discrepancy in the peak effectiveness near the center of the hole wake region.
However, effectiveness is slightly higher than anticipated by the experiment at the distance furthest downstream.

Normalized temperature can also be compared to the previous work. Here, normalized temperature is defined as:

\ =
)∞ − )
)∞ − )2

, (2)

where ) is the local temperature, effectively the same non-dimensionalization as [. The heatmap for normalized
temperature, shown in Fig. 6, indicates a strong similarity of the present simulation to the experiment [15]. Both the
present simulation and the experiment exhibit a flat, ellipsoidal profile.

Normalized temperature can be measured more quantitatively using 1D data from the G/3 = 5 plane. Here, \
profiles are shown at half diameter increments outward from the centerline along this plane. These comparisons are
shown in Fig. 7. Nearer to the centerline, the comparisons are almost identical. In the more distant region, there is some
small deviation from experiment, likely owing to the choice of subgrid model.

Fig. 8 shows the velocity profile both in the hole and over a small portion of the flat plate region. The velocity of the
hole region matches the profile exhibited in Oliver and coworkers [15]: namely, a small recirculation region near the
plenum entry, followed by an accelerated flow along the top of the hole. The velocity magnitudes in these two regions
are approximately the same as the magnitudes shown in the previous work. The flat plate region also shows similar
behavior to the previous work, in the form of a relatively swiftly developing boundary layer, propelled by the flow
acceleration in the hole.

Root mean squared velocity is shown as a measurement of turbulence intensity in Fig. 9, and it provides a clearer
picture of the mixing intensity in the hole region of the simulation. As can be seen from the three planes in the hole
shown in the image, the turbulence intensity is highest at the sharp corner where the plenum meets the hole. This
appears to create a band of high turbulence intensity that gets carried with the main flow through the hole, ascending
from the bottom of the hole to the top as the flow in the hole mixes.

6



0

0.2

0.4

0.6

0.8

1

-3 -2 -1 0 1 2 3

[

I/�

Oliver (Exp)
ANL (LES)

(a) G/� = 5

0

0.2

0.4

0.6

0.8

1

-3 -2 -1 0 1 2 3

[

I/�

(b) G/� = 10

0

0.2

0.4

0.6

0.8

1

-3 -2 -1 0 1 2 3

[

I/�

(c) G/� = 15

Fig. 5 Adiabatic effectiveness [ over the span of the flat plate at various distances downstream of the hole
for the baseline 30° WRLES. The figure compares LES with experimental data from Oliver et al. [15]. G/� is
measured from the downstream edge of the hole.

B. Hole Angle Variation
In Fig. 10, the surface effectiveness contours for the 25°, 35°, and 40° LES cases (at BR = 2) are shown. Differences

in both as compared to the 30° case are readily apparent. Fig. 10a (25°) has a slightly weaker effectiveness in the core of
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Fig. 6 Normalized temperature \ in the flat plate region at G/� = 5 for the baseline 30° LES.

the hole’s wake, but the effectiveness is much broader over the flat plate. Fig. 10b (35°) demonstrates the opposite trend:
the effectiveness is fairly strong in the area immediately past the hole, but that effectiveness drops off fairly quickly, and
cooling is not seen over a span of the flat plate nearly so broad as the 30° case. The same trend is visible and even more
exaggerated in the 40°case (Fig. 10c), where the effectiveness drops off steeply.

These differences can be examined quantitatively by looking at cooling effectiveness plots similar to the ones in
Figs. 11 and 5. Fig. 11 shows the centerline effectiveness for all four LES cases from the present study. The trends
from the color plots are confirmed here: the peak effectiveness seen at the centerline wanes substantially in the 35° and
40° cases when compared with the 30° case, while the effectiveness is overall lower at the centerline for the 25° case.
The trends are clearer in Fig. 12, which shows the effectiveness at various downstream locations. As compared to the
30° case, the 35° case exhibits inferior cooling effectiveness at the surface; across the entire flat plate region, the film
cooling effectiveness for the 35° case is approximately 5% lower than the 30° case. The same trends are seen for the
40° case, only more so; the film cooling effectiveness for the 40° case is nearly 25% lower than the 30° case throughout
the entire domain, except in the region directly downstream of the hole. The benefits of the more flow-aligned 25° hole
angle case are evident; film cooling effectiveness is substantially greater than the 30° baseline across the flat plate region
at the cost of some peak cooling effectiveness.

A visualization of the cooling capacity of each of these altered configurations is visible in Fig. 13. The 25° case
(Fig.13a) is flatter against the surface of the wall than the 30° case due to the hole being more aligned with the flow,
resulting in a higher overall cooling effectiveness; a more substantial portion of the flow is in contact with wall in the
boundary layer. For the 35° (Fig.13b) and 40° (Fig.13c) cases, however, the fluid from the plenum injects substantially
further into the boundary layer, causing the fluid to mix more with the bulk flow and resulting in less overall cooling of
the surface of the wall.

C. Blowing Ratio Variation
Based on the surface plots of effectiveness in the 30° hole angle configuration for varying blowing ratio (Fig. 14),

two trends are observed as the blowing ratio increases. First, the lower BR cases tend to have a wider film cooling
profile as compared to the baseline case. This is also correlated to the cooling effectiveness immediately behind the
hole, which is slightly higher in the �' = 0.5 case. Second, it’s also notable how the cooling effectiveness significantly
drops off as the flow moves downstream over the plate. This is presumably due to the decrease in the injected mass of
the cold fluid as the blowing ratio decreases.

Figs. 15 and 16 show quantitative comparisons of the surface effectiveness with decreasing �'. The strong decrease
in centerline cooling effectiveness can be seen in Fig. 15, where the lower �' cases begin at the same effectiveness as
the baseline case (or slightly higher), but quickly become less effective. The increase in cooling profile width can be
seen in Fig. 16. Here, it is evident that the cooling profile width is increased for lower �' cases as compared to the
baseline, at least until the last downstream station is reached, where the width is approximately similar. Again, this is
likely attributable to the decrease in cold fluid mass injected into the boundary layer in lower �' conditions.

The injected mass argument is even more compelling based on the normalized temperature data from Fig.17. Here,
it is clear that much less cold fluid is making its way to the downstream stations along the plane, resulting in less fluid
mass to cool the plate. The lower mass flow rate out of the hole relative to the bulk flow results in the cold fluid being
more spread out along the cooled surface, but ultimately the flow has less total cooling power.
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Fig. 7 Normalized temperature \ over the span of the flat plate at a distance of G/3 = 5 downstream from the
hole for the baseline 30° LES. The figure compares LES with experimental data from Oliver et al. [15]. Solid
lines in (b) and (c) refer to the right side of the symmetric domain (I/� = +0.5, I/� = +1), and dashed lines
refer to the left side of the symmetric domain (I/� = +0.5, I/� = −1).
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Fig. 8 Velocity profile in the hole and flat plate region for the baseline 30° LES.

Fig. 9 Root mean squared velocity profile in the hole region for the baseline 30° LES.

V. Conclusions
In this work, an implicit WRLES exploration of the effects of cooling hole angle and blowing ratio on film cooling

effectiveness has been performed on a 7-7-7 shaped hole configuration arranged to mimic an infinite series of cooling
holes on a flat plate. The configuration was validated against previous experiments by Oliver et al. [15], showing
performance comparable to both the experiment and previous simulations. By varying hole angle, cooling effectiveness
was found to vary significantly; in general, flow from the holes which were more aligned with the bulk flow provided
more cooling effectiveness along the plate surface. Hole angles which inject the flow up higher into the bulk flow were
less effective at cooling the surface. Lower blowing ratios were less effective overall at cooling the boundary layer
surface after the hole, but presented a wider overall cooling profile than the high blowing ratio.
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(a) 25°

(b) 35°

(c) 40°

Fig. 10 Surface effectiveness [ in the flat plate region after the hole for LES cases at various hole angles.

VI. Future Work
Amore complete sweep of the conditions surveyed will be completed to determine an optimal cooling hole orientation

and blowing ratio combination. In addition, a machine-learned wall model is being developed from the high-fidelity
WRLES data for this configuration to enable more cost-effective yet predictive wall-modeled LES (WMLES) of film
cooling in the future.
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Fig. 11 Surface effectiveness [ at the centerline in the flat plate region. The figure compares different hole
angle configurations. G/� is measured from the downstream edge of the hole.
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Fig. 16 Adiabatic effectiveness [ over the span of the flat plate at various distances downstream of the hole.
The figure compares various blowing ratio configurations. G/� is measured from the downstream edge of the
hole.
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Fig. 17 Normalized temperature \ in the flat plate region at G/� = 5 for various blowing ratios.
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