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a b s t r a c t

We report a comparative study of three numerical solvers for the direct numerical simulation of
the flow over a sphere at Re = 3700. A high-order spectral-element code (Nek5000), a general
purpose, unstructured finite-volume solver (OpenFOAM) and an in-house Cartesian solver using the
immersed-boundary method (IBM) are employed for the analysis; results are compared against
previous numerical and experimental data. Numerical results show that Nek5000 and the IBM code
operate within a similar computational performance range, in terms of cost-vs-accuracy analysis,
for both global parameters as well as local flow features. On the other hand, OpenFOAM needed a
significantly higher number of degrees of freedom (and, overall, a higher cost) to match some of the
basic features of the flow, such as the length of the recirculation bubble forming downstream the
sphere. For the finest grid resolutions, the three codes are in good agreement for most of the analyzed
flow metrics. Overall, our results suggest that high-order methods and second-order, energy-conserving
approaches based on the IBM may be both viable options for high-fidelity scale-resolving simulations
of turbulent flows with separation.

© 2023 ElsevierMasson SAS. All rights reserved.
1. Introduction

The computational fluid dynamics (CFD) community is cur-
ently devoting major research efforts towards enabling high-
idelity, eddy-resolving simulations of complex flows within
urnaround times that are compatible with industrial design cy-
les [1,2]. The key to achieving this goal is arguably the adoption
f numerical discretization algorithms that are simultaneously
ccurate, robust, flexible and, at the same time, efficient (i.e., with
high accuracy/cost ratio). The fulfillment of such a set of con-

licting requirements continues to thrill the CFD community,
specially when it comes to choosing the appropriate method for
specific field of applications.
Traditionally, industrial CFD simulations have been carried

ut using low-order finite-volume or finite-difference schemes,
ither on unstructured meshes, or in conjunction with the im-
ersed boundary method (IBM) to cope with complex or moving
oundaries. On the other hand, recent years have seen the devel-

∗ Corresponding author.
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ttps://doi.org/10.1016/j.euromechflu.2023.07.008
997-7546/© 2023 Elsevier Masson SAS. All rights reserved.
opment of high-order techniques, such as discontinuous Galerkin
and spectral-element methods, that potentially combine high
accuracy with geometric flexibility and ease of parallelization.
Today the whole spectrum of methodologies is within reach
of the community by the availability of open-source software
(e.g., OpenFOAM [3], Basilisk [4], Nek5000 [5], PyFR [6], etc.). As
a result, there is a growing interest in understanding and com-
paring the accuracy and efficiency of various approaches/solvers.
Although there are numerous studies comparing the accuracy
of different solvers in terms of their ability to capture certain
flow related metrics, the computational cost and therefore the
overall efficiency is rarely addressed in a quantitative manner.
This is primarily because the latter is difficult to measure as it can
be affected by several factors (flow specifics, solution algorithm,
parallelization strategy, computer hardware, etc.).

The following section provides a brief literature overview of
previous works, where different approaches and/or solvers have
been systematically assessed and compared. Subsequently, the
test case considered in this work is discussed in detail, alongside

with the objectives of the paper.
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.1. Overview of previous works comparing different approaches/
olvers

A systematic platform to comparatively assess the cost-efficie-
cy of several CFD approaches is provided by The International
orkshops on High-Order CFD Methods, first introduced in 2012

nd held alternately between USA and EU [7]. Multiple solvers
tilizing formulations of varying order of accuracy are com-
ared for a series of flow problems of increasing complexity. The
omparison is done on the basis of error vs. cost. The latter is
ypically estimated with the open-source tool TauBench [8], which
rovides a work-unit on each computer to non-dimensionalize
he total CPU time. From the vast array of problems consid-
red, the ones with smooth solutions and simpler geometries
ave demonstrated that higher-order solvers performed better
han standard second-order methods; on the other hand, the
esults for non-smooth solutions/geometries and turbulent flows
re currently inconclusive and require further research [9,10]. A
ater study by Moin & Verzicco [11] also argued that while
pectral and high-order methods remain superior for smooth
nd transitional flows, their benefits are significantly curtailed
n complex turbulence simulations, and advocated the use of
nergy-preserving second-order methods. Recently, Vermeire
t al. [12] compared the cost/accuracy performance of a high-
rder unstructured solver deployed on GPU platforms to a
tandard finite-volume approach commonly used in industrial
pplications. In particular, the GPU optimized PyFR solver [6] was
ompared to STAR-CCM+ [13] running on CPUs for turbulent flow
roblems of increasing complexity. Overall the PyFR simulations
f the Taylor–Green vortex problem were consistently cheaper
nd more accurate than STAR-CCM+ in terms of predicting the
issipation rates based on enstrophy. For more complex cases,
uch as the flow over a cylinder or an airfoil both codes produced
esults that were in agreement with the literature at comparable
ost. They noted, however, that for the case of STAR-CCM+ this
as only possible with a third-order scheme and implicit time
tepping; lower order schemes were found to produce excessive
issipation.
Capuano et al. [14] reported a comparative study between the

pectral-element solver Nek5000 [5] and the OpenFOAM finite-
olume solver [3] for the case of direct numerical simulations
DNS) of synthetic jets. Overall, the mean flow and macroscopic
uantities of engineering interest (e.g., saddle point position and
troke length) were predicted accurately by both codes at high
esolution. At lower resolution, OpenFOAM over-predicted the
esidual turbulent fluctuations and therefore failed to capture
he partial relaminarization of the near-field occurring within
he suction phase, supposedly due to its non-conservative nu-
erics. In terms of computational performance, Nek5000 was

ound to be slower than OpenFOAM in terms of CPU time elapsed
er unit time step and per unit grid point. On the other hand,
hen both cost and solution accuracy were taken into account,
ek5000 outperformed OpenFOAM in all numerical experiments.
his is in line with the results reported by Kooij et al. [15]
n their comparison of four codes for DNS of Rayleigh–Bénard
onvection. In this case, however, both Nek5000 and OpenFOAM
ere outperformed by a dedicated, second-order finite-difference
ode and a specialized fourth-order finite-volume solver. Another
omparison between OpenFOAM and Nek5000 in scale-resolving
imulations of canonical wall turbulence also reported superior
ost-efficiency of the latter [16]. Very recently, Saini et al. [17]
ompared the spectral/hp solver Nektar++ and OpenFOAM for
he complex dilution port flows of gas turbine combustors. They
ound that, for a similar accuracy, a fifth-order LES computation
ould be 3–8 times less expensive than OpenFOAM.
The IBM gained enormous popularity over the past twenty

ears but has not been as often included in cost/accuracy studies.
92
chäfer et al. [18], for example, compared two implementations
f the IBM against a body-conforming simulation provided by
ek5000 (taken as the reference) for the DNS of the flow over a
ransverse bar in the fully turbulent regime. In particular, a direct-
orcing method [19] available in the compact finite-difference
ode Incompact3D [20] and a continuous forcing approach [21]
mployed by the pseudo-spectral code SIMSON [22] were as-
essed. They found that both IBM codes operated within a similar
omputational performance range and were able to reproduce the
ain flow features when compared to the reference simulation.

t should be acknowledged that the immersed body considered in
his study was aligned with the underlying Cartesian mesh, and
hus did not constitute a challenging test for this formulation.

.2. Aim of the study and test problem

This work aims to comparatively assess the cost-vs-accuracy
or methods and solvers applicable to scale-resolving simulations
f turbulent incompressible flows with separation. This belongs
o the family of problems for which current studies on cost-vs-
ccuracy are inconclusive, and indicate that further research is
eeded [9,10]. It is also a class of applications where classical
ANS models have well-known difficulties in reliably capturing
eparated flows, thereby advocating the use of scale-resolving
echniques for the purpose. The flow around a sphere is an exam-
le of a prototypical case representative of this class of problems.
epending on the Reynolds number, Re, (Re = U∞D/ν, where U∞

is the freestream velocity, D is the diameter of the sphere and ν

s the kinematic viscosity of the fluid) the state of the boundary
ayers on the surface of the sphere changes from laminar to
urbulent and the flow is characterized as sub-critical and super-
ritical respectively. The value of the Reynolds number that marks
his transition is around Re ∼ 5 × 105. The wake of the sphere
s turbulent in all cases, provided that Re > 1000 [23]. Eddy-
esolving simulations across the full range of Reynolds numbers
re challenging due to: (i) the large disparity of scales that need to
e captured; (ii) the presence of both laminar and turbulent flow
egions; (iii) the need to solve a global equation for pressure in
ncompressible flows that adds significantly to the computational
ost. The first challenge is partly due to the large range of scales
ypical of high Reynolds number flows, whose accurate resolution
emands vast computational resources that need to be devoted
or predicting the evolution of the laminar/turbulent boundary
ayers on the surface of the sphere, which are usually very thin.
he sub-critical regime represents a particularly suitable test case
or code comparison, as there are many important features that
eed to be accurately predicted, including: (i) thin boundary
ayers on the front part of the sphere; (ii) flow separation near the
quator of the sphere, (iii) shear layer detachment and instability,
ith associated characteristic frequency, and (iv) transition to
urbulence in the wake and macro-scale vortex shedding. In this
tudy the Reynolds number was set to Re = 3700 to allow
or comparisons with previous computational and experimen-
al work, summarized in Table 1. The choice of the Reynolds
umber also allowed for moderately large grids and affordable
omputations.
The paper is organized as follows. Section 2 describes the set-

p of the test case and the three numerical approaches utilized
n this work. Numerical results are reported in Section 3, along
ith a critical discussion of the comparative performances of the
hree codes. Concluding remarks are finally given in Section 4.
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Table 1
Experimental and numerical studies for the flow over a sphere at Re = 3700.
Authors Year Approach #dof Notes

Rodriguez et al. [24] 2011 DNS 9.48M Unstr. collocated, KEP
Yun et al. [25] 2006 LES 3.25M Structured IBM, KEP
Sakamoto & Haniu [26] 1990 Exp. – Hot wire + flow visualizations
Kim & Durbin [27] 1988 Exp. – Hot wire + pressure probes
Schlichting [28] 1961 Exp. – –
m
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2. Set-up of numerical simulations

In the following sections we will examine the performance
f three representative numerical techniques: (i) second-order
nstructured finite-volume method; (ii) second-order Cartesian
ethod with IBM; and (iii) spectral-element method, when used

or the DNS of the flow over a sphere at Re = 3700. We se-
ected two well-known, open-source implementations for meth-
ds (i) and (iii), i.e. OpenFOAM and Nek5000 respectively. Al-
hough there are open-source implementations for IBM, their
serbase is not as extensive as the other two solvers and the
doption of one over another will be fairly arbitrary. For this
eason we selected our in-house code as a characteristic example
f a Cartesian IB solver, which has been extensively validated
n a variety of complex turbulent flow problems [29]. Results
re discussed thoroughly in terms of global efficiency, as well as
ith regards to the local quality of the flow fields produced by
he various codes for various levels of mesh refinement. Com-
arisons with available numerical and experimental data are also
iscussed.
The dynamics of the flow problem under consideration is gov-

rned by the Navier–Stokes equations for incompressible flow. A
ylindrical domain as shown in Fig. 1a was used in all simulations.
he letters r , φ, and x denote the radial, azimuthal and axial
irections respectively, while θ denotes the polar angle, which
aries from 0◦ at the stagnation point at the front of the sphere
o 180◦ at the opposite end. The center of the sphere is located
t r = 0, x = 0. The inlet, outlet and freestream boundaries
re located at 5D, 20D and 7D from the center respectively. This
hoice was based on previous computational studies of the same
roblem at a range of Reynolds numbers utilizing the solvers
onsidered in this work [30–32].
The computational grid for all different methods was designed

o meet the following criteria: (i) place a minimum number of
oints in the laminar boundary layer along the upstream portion
f the sphere, which is nonetheless sufficient to correctly cap-
ure the onset of separation; (ii) resolve the energetic turbulent
tructures in the near wake, x/D ≤ 5. To estimate the thickness
f the laminar boundary layer, which will then set the scale for
he local grid resolution, a reduced set of equations is considered
epresenting a thin, axisymmetric, boundary layer:
∂(r0us)

∂s
+ r0

∂un

∂n
= 0 (1a)

s
∂us

∂s
+ un

∂us

∂n
= U

dU
dx

+
1
Re

∂2us

∂n2 , (1b)

where s and n are the unit vectors in an orthogonal system
tangent and normal to the surface of the sphere (see Fig. 1a), r0
s the distance from the center to the surface of the sphere, and
is the freestream velocity. The above equations are parabolic

nd are numerically solved using a finite-difference downstream
arching technique (see [33] for details). The freestream velocity
istribution, U(θ ), is taken from the measurements by Fage [34]
nd fits the following polynomial curve:

(θ )/U∞ = 1.5θ − 0.4371θ3
+ 0.1481θ5

− 0.0423θ7 , (2)

where θ denotes the polar angle from the front stagnation point.
Fig. 1b shows the evolution of the boundary layer thickness,
 a
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δ(θ ), on the front part of the sphere for three different Reynolds
numbers, Re = 370, Re = 3700 and Re = 37000. For all Reynolds
numbers the boundary layer thickness grows in a similar way
and scales by the established Re−0.5 law. We should note that the
boundary layer thickness increases almost linearly from θ = 0◦

to θ = 30◦ and then almost exponentially until separation at
θ = 84◦ (as predicted by this laminar boundary layer model). The
δ(θ )/D above was used to guide the design of the computational
grid near the surface of the sphere; care was taken to ensure that
the grid resolution at the wall is comparable for the three solvers.
In the next subsections we provide information on the specific
setup for each solver.

2.1. Spectral-element method: Nek5000

The open source spectral-element code Nek5000 [5] is em-
ployed in this work as a representative example of high-order
methods. Nek5000 is a scalable solver that has been widely
used for computations of fluid flows, heat transfer and magneto-
hydrodynamics, among others. The incompressible flow branch
of Nek5000 is utilized in the current study. With a spectral-
element formulation, the computational domain is divided into Ne
non-overlapping elements, which are related to the reference ele-
ments in the computational domain [−1, 1]dim by an appropriate
transformation, where dim = 3 for the three-dimensional cases.
In the version of Nek5000 used in the current study, velocity and
pressure are approximated with a PN/PN−2 formulation as:

u(ξ, η, ζ ) =

N∑
i=0

N∑
j=0

N∑
k=0

uijkli(ξ )lj(η)lk(ζ )

p(ξ, η, ζ ) =

N−2∑
i=0

N−2∑
j=0

N−2∑
k=0

pijkli(ξ )lj(η)lk(ζ ),

(3)

where li(ξ ), lj(η), lk(ζ ) are the Lagrangian interpolating polyno-
ial functions that satisfy the cardinality property li(φj) = δij
n Gauss–Legendre–Lobatto (GLL) points for velocity and Gauss–
egendre (GL) points for pressure, respectively, and δij refers to
he Kronecker delta function. In the current cases the polynomial
rder is chosen as N = 5. A semi-implicit time advancement
cheme is used, where convection terms are marched explicitly
ith the second-order extrapolation in time and diffusion terms
re integrated implicitly with the second-order backward differ-
nce scheme. The code is fully dealiased using an over-integration
echnique [35], the velocity is solved using the preconditioned
onjugate gradient (PCG) method, and the pressure solver uses
he iterative generalized mean residual (GMRES) method in the
rylov subspace. Overlapping additive Schwarz method is used as
preconditioner for the pressure problem [36], and XXT method

s employed as a coarse grid solver. XXT method is based on a
holesky factorization of a matrix A into XXT , where the sparse
atrix X retains the sparsity pattern of A in maximum [37].
he tolerance for the coarse grid solver was set to 10−6. Further
etails of the current spectral-element methodology can be found
n Refs. [31,38,39].

Three sets of meshes are constructed for this study, referred to

s a coarse mesh, a medium mesh, and a fine mesh, respectively.



F. Capuano, N. Beratlis, F. Zhang et al. European Journal of Mechanics / B Fluids 102 (2023) 91–102

O
w
e
e
i
t
s
G
a
o
a
t
g
i
b
o
t
w
C
a
i
r
s
s
a
a
t

Fig. 1. (a) Sketch showing the computational domain and the local coordinate system. (b) Boundary layer thickness on a surface of a sphere at various Reynolds
numbers predicted by Eqs. (1a)–(1b). Re = 370; Re = 3700; Re = 37000.
Fig. 2. Comparison of the coarsest mesh around the sphere used in each code, (a) Nek5000 (b) OpenFOAM and (c) IBM.
-grid mesh is utilized in each case, with a local refinement
ithin the boundary layer around the sphere, with a minimum
lement height ∆rmin = 0.015D in a fine case. The mesh is
ntirely hexahedral and is generated in Ansys Icem, upon which
t is converted to the format that can be read by Nek5000 using
he open-source exo2nek converter [40]. The solid boundary of a
phere is approximated with 5th-order polynomials defined on
LL points on the surface of the sphere to correspond to the
ccuracy of the interior solution. The total number of degrees
f freedom (DOFs) for the coarse, medium and fine cases are
pproximately 2.8 millions, 6.5 millions and 9.8 millions, respec-
ively. A view of the mesh around the sphere for the coarse
rid is shown in Fig. 2a. The no-slip wall boundary condition
s employed for the surface of the sphere. A uniform Dirichlet
oundary condition is used for the inflow boundary, while all the
ther boundaries of the cylindrical computational domain are set
o the stabilized outflow boundary condition [41]. The time step
as set to 2 × 10−3D/U for all the cases. This resulted in the
FL numbers being 0.65, 0.77 and 0.88 for the coarse, medium
nd fine grids, respectively. While time step could be further
ncreased while still maintaining stable simulations, which would
esult in shorter wall-clock times, this was not done in the current
tudy to eliminate the sensitivity of the grid refinement to a time
tep size. The evolution of the forces on the sphere was monitored
nd when the forces reached a quasi-steady state behavior (at
time of approximately 200D/U) statistics were sampled over

ime. Overall, the simulations were integrated in time for 200D/U
to get rid of transient effects, and the time-averaged statistics
were sampled for another 300D/U .
94
2.2. Unstructured finite-volume method: OpenFOAM

OpenFOAM is a general purpose open-source platform with
a wide range of possible applications. Written in C++, it comes
with several native solvers and also offers the possibility to create
custom codes. The native incompressible flow solver pimpleFoam
from Version 7.0 of the software is used in this work [3]. The dis-
cretization is based on a finite-volume approach with collocated
arrangement, with both convective and diffusive terms approx-
imated by second-order centered schemes. A blended central-
upwind scheme for convection is also available in OpenFOAM but
all computations in this work were stable with the purely central
scheme. Time integration is achieved by a second-order Crank–
Nicolson method. The overall solution methodology is based on
the PIMPLE algorithm, which is a slightly modified version of the
original PISO formulation [42]. The reader is referred to [43,44]
for a detailed description of the spatial discretization methods
employed by OpenFOAM. Here we highlight that the standard
velocity interpolation procedure utilized in pimpleFoam, which
is based on a cell center distance weighted average, is not dis-
cretely kinetic-energy preserving [45]. Also, while the collocated
mesh approach offers advantages in terms of implementation and
storage of flow variables, the solution of the Poisson equation for
pressure can lead to the well-known checkerboard phenomenon.
Several remedies have been proposed in the literature to address
this issue; in OpenFOAM, a specific cell-face velocity interpolation
method is adopted that has been shown to introduce dissipation
into the numerical solution [46]. For a thorough discussion of
the numerical errors associated with the standard OpenFOAM
incompressible solvers, the reader is referred to recent work by
Komen et al. [47,48]. In this work, the pressure linear system is
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olved by a generalized geometric–algebraic multi-grid (GAMG)
ethod with a tolerance of 10−7.
Three O-grid meshes, each with a successive 50% refinement,

ere created using the built-in OpenFOAM tool blockMesh. A
ylindrical outer domain was used in all cases. We chose this type
f grid over an unstructured one because it produces high quality
eshes and also gives good control of the grid spacing around

he sphere and in the wake. The grid is qualitatively similar to
he one used in the Nek5000 simulations (see Fig. 2a–b). The grid
round the sphere was stretched in the radial direction to resolve
he boundary layer while uniform elements were employed in the
ther two directions around the sphere. For the finest grid the
inimum element height at the surface of the sphere is ∆rmin =

.0036D and 0.0078D in the other two directions. The grid was
ept uniform in a region in the near wake up to x = 3.8D with
n axial resolution ∆x = 0.009D and a resolution of 0.016D in

the other two directions. The total number of elements for the
coarse, medium and fine cases are approximately 3.7, 13.5 and
30 million nodes respectively.

No-slip wall boundary condition was specified at the sphere,
while symmetry was used at the outer cylindrical boundaries and
an outlet boundary condition at the outflow. The time step for the
finest grid was set to ∆t = 2.5 × 10−3D/U ensuring the Courant
number was slightly below 1.0. The simulation was integrated in
time for 200D/U to get rid of transient effects and time-averaged
statistics were sampled for another 300D/U .

2.3. Immersed-boundary method

The Navier–Stokes equations for viscous incompressible flow
are solved on a structured grid in cylindrical coordinates. The
governing equations are advanced in time using a semi-implicit
projection method, treating the explicit part with a 3rd order
Runge–Kutta scheme, and the implicit part with a 2nd order
Crank–Nicolson scheme. All spatial derivatives are approximated
using second-order central-differences on a staggered grid; this
method is discretely kinetic-energy-preserving (KEP) in the in-
viscid limit [45]. To overcome the severe time step limitation
imposed by the nature of the cylindrical coordinate grid, the vis-
cous and convective terms are treated implicitly in the azimuthal
direction, near the centerline, and in the radial direction near the
top of the sphere. The pressure Poisson equation, which enables
the projection of the predicted velocity into a divergence-free
field, is solved using a direct solver. The eptadiagonal matrix is
initially reduced to a series of pentadiagonal problems via Fast
Fourier Transforms (FFTs) along the azimuthal direction, which
are then solved with a divide-and-concur strategy [49]. The code
is parallelized using a domain decomposition approach in the
streamwise direction, where all communication between proces-
sors is handled utilizing Message Passing Interface (MPI) library
calls.

The geometry of the sphere is represented by a Lagrangian
grid consisting of triangular elements. The requirement for the
Eulerian grid to conform to the body is relaxed, and the non-slip
boundary conditions are imposed using an immersed-boundary
formulation. Details on the boundary condition reconstruction
and implementation within the framework of the fractional step
scheme discussed above can be found in [50,51]. The overall
formulation is 2nd-order accurate both in space and time. An
extensive validation on practical flow problems over a wide range
of Reynolds numbers can be found in [52–58].

The design of the grid for this solver is not trivial since the
grid does not conform to the surface. The distribution of grid
points in the radial and axial directions around the sphere for
the intermediate grid is shown in Fig. 3a–b respectively. To con-
trol the distribution of the points inside the boundary layer the
95
orientation of the outward normal with respect to the radial and
axial directions was taken into account. In particular at θ ∼ 84◦,
the normal pointing away from the sphere is almost aligned with
the radial direction. The radial grid needs to be fine there while
the axial grid can be relaxed. Since δ ∼ 0.03D at θ ∼ 84◦

the radial resolution dr is 0.0045D resulting in approximately
7 points within the boundary layer. At θ = 45◦ (r/D ∼ 0.35,
z/D ∼ 0.35) the outward normal is not aligned with either axis.
To maintain the same resolution normal to the surface of the
sphere the grid resolution is increased to ∆r = ∆z = 0.003D,
resulting in approximately 6 points inside the boundary layer.
At the stagnation point, where the normal is aligned with the
axial direction, the axial grid is refined while the radial grid is
coarsened. There dz = 0.003D, which puts 5–6 points inside
the boundary layer. Finally at the back of the sphere the axial
grid resolution is slightly relaxed since the flow is separated.
Three different grids each with 50% refinement were employed;
a coarse with 275 × 84 × 150 points, an intermediate with
375 × 118 × 225 points and a fine with 550 × 161 × 300 points
in the axial, radial and azimuthal directions respectively. The CFL
number for all simulations was set to CFL = 1.2. The evolution
of the forces on the sphere was monitored and when the forces
reached a quasi-steady state behavior statistics were sampled
over time. As for the other solvers above, the flow was sampled
over 300D/U units after a transient of 200D/U .

.4. Test matrix

Table 2 summarizes the simulations performed in this study.
verall, 9 simulations were carried out, with coarse, medium
nd fine grids employed in each solver. The goal is to establish
hat results for each solver converge as the grid is refined before
roceeding with comparing results among the solvers. It is worth
oticing that the medium OpenFOAM grid (OF2) had a similar
umber of cells as the DNS performed by Rodriguez et al. [24],
hile the coarsest one (OF1) was slightly finer than the IBM-
ased LES carried out by Yun et al. [25]. We should also note
hat the initial condition is an important factor that can affect the
verall cost of the simulations. For all three solvers we initialized
he solution with the freestream velocity for the coarsest grid
ases. For the finer grids, to minimize the transient towards a
uasi-periodic state that is independent of the initial condition,
e started with an interpolated solution from the coarser levels.

. Results and discussion

.1. Integral parameters and grid convergence

Fig. 4 shows contours of the time-averaged azimuthal vor-
icity, ωy, along with isolines of the time-averaged streamwise
elocity, U , for the full test matrix. It is evident that all solvers
apture the main flows features for all three grid resolutions. In
ll cases, for example, the laminar boundary layer separates and
orms a well-defined shear layer that encapsulates a large recir-
ulation area in the near wake. Small differences in the length
nd structure of the recirculation bubble between the different
olvers can be observed, but overall the mean flow structure is the
ame. Table 2 lists the predicted drag coefficient, CD = 2FD/ρU2

∞
A

(where FD is the drag force on the sphere, ρ is the fluid density,
nd A is the projected frontal area), Strouhal number, St = fD/U∞

(where f is the shedding frequency), recirculation bubble length,
L/D, and the location where the laminar boundary layer separates
ndicated by the separation angle, θs. For the nine computations
onsidered in this work the error for each variable with respect
o the one predicted by finest grid in the Nek5000 simulation
N3) is also indicated. Available results from experiments and
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Fig. 3. Grid resolution around the sphere for the intermediate grid for the IBM solver (a) radial direction and (b) axial direction.
Fig. 4. Averaged azimuthal vorticity, ωθD/U∞ , at an x − r plane. Superimposed are isolines of the streamwise velocity. (a) coarse grid Nek5000; (b) coarse grid
penFOAM; (c) coarse grid IBM; (d) medium grid Nek5000; (e) medium grid OpenFOAM; (f) medium grid IBM; (g) fine grid Nek5000; (h) fine grid OpenFOAM; (i)
ine grid IBM.
Table 2
Main flow parameters provided by: (i) the simulations carried out in this work (top part of the table) and (ii) previous references (bottom part of the table). CD is
the drag coefficient, St the Strouhal number, L/D the non-dimensional length of the recirculation bubble, and θs the angle at which boundary layer separation occurs
on the sphere. The percentage errors in the simulations are with respect to case N3.
Run/Reference CD ∆CD St ∆St L/D ∆L θs ∆θ

N1 0.381 1.06% 0.23 4.54% 2.5 −5.4% 90.2◦ 0.33%
N2 0.376 −0.27% 0.22 0.00% 2.65 −0.6% 89.9◦ 0.00%
N3 0.377 – 0.22 – 2.67 – 89.9◦ –
OF1 0.402 6.63% 0.21 −4.54% 2.22 −14.2% 88.5◦

−1.6%
OF2 0.386 2.39% 0.21 −4.54% 2.48 −5.9% 89.2◦

−0.7%
OF3 0.384 1.86% 0.21 −4.54% 2.36 −9.8% 89.8◦

−0.1%
IBM1 0.356 −5.62% 0.24 9.09% 1.88 −24.9% 103.0◦ 14.5%
IBM2 0.370 −1.87% 0.23 2.22% 2.28 −12.3% 95.1◦ 5.8%
IBM3 0.371 −1.60% 0.22 0.00% 2.64 −0.9% 91.6◦ 1.9%

Rodriguez et al. [24] 0.394 0.215 2.28 89.4◦

Yun et al. [25] 0.355 0.21 2.62 90◦

Sakamoto et al. [26] – 0.204 – –
Kim & Durbin [27] – 0.225 – –
computations in the literature have also been added. A detailed
study on the effects of grid resolution and time sample for the
Nek5000 simulations can be found in [31].

For the case of Nek5000 all the above quantities converge and
he difference between the two finest grids, N2 and N3, is less
han 1%. The same applies to the IBM solver where all quantities
onverge as the grid is refined and the error on the finest grid
IBM3) is within 2% of N3. For the case of OpenFOAM the drag
oefficient, CD, also converges as the grid is refined and is within
% of N3. The same applies to the separation angle, θs. The error
n the recirculation bubble, however, does not converge mono-
onically and is relatively large when compared to N3 (>5%). In
he process of designing the OpenFOAM grids we found that L/D
s very sensitive to the adopted grid types and particularly to the
96
way the mesh transitions from the boundary layer to the wake.
The selected configuration was the one minimizing such errors.
Note that St number predicted by OpenFOAM is not affected by
the grid resolution and is 4.5% lower than N3.

At the bottom part of Table 2 we also include the results from
past experiments [26,27] and eddy resolving simulations [24,25]
at the same Reynolds number range. Although not all the param-
eters listed above are provided, overall the present computations
are in agreement within 5%. One notable difference is the recir-
culation length L/D in the DNS by Rodriguez et al. [24], which is
underpredicted by 12% with respect to N3 and IBM3. We should
note that given the lack of a comprehensive set of reference
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Fig. 5. Distribution of (a) average pressure coefficient Cp and (b) average skin friction coefficient Cf . Lines represent: IBM3; N3; OF3; - -
diff. IBM-Nek5000; - - - diff. OpenFOAM-Nek5000; ◦ Kim & Durbin [27] at Re = 4200.
experimental results we will use the grid-converged, spectral-
element results for case N3 as the reference to compute all related
errors involved in the assessment of cost-vs-accuracy below.

3.2. Pressure and skin-friction coefficients

An accurate prediction of the local pressure and friction forces
on the surface of the sphere is of utmost importance. Fig. 5a
shows the time-averaged pressure coefficient, Cp = 2p/ρU2

(where p is the pressure), for the three different solvers on the
finest grids. At the front part of the sphere the pressure coefficient
is in very good agreement among the three solvers, as well as
with the experiments in [27], which are at a slightly higher
Reynolds number, Re = 4200. At the back of the sphere, N3 and
IBM3 are in excellent agreement, while the pressure predicted
by OF3 does not recover as quickly. The latter is expected, given
the discrepancies on the recirculation bubble length previously
described. A similar trend is also indicated by the experimental
results.

The time-averaged skin friction coefficient, Cf = 2τw/ρU2

(where τw is the wall shear stress), is shown in Fig. 5b. Also in this
case the agreement between the different solvers is very good. In
particular, OF3 and N3 agree very well with each other while the
peak of Cf in IBM3 is marginally lower and the separation point
is overpredicted by two degrees. We should note that in the case
of IBM methods the computation of Cp and (especially) Cf , which
involves velocity derivatives, is not trivial. The IBM solver utilized
in this work uses the method proposed by Wang et al. [59] for the
computation of the hydrodynamic forces. The details of the for-
mulation and extensive analysis of the accuracy and sensitivity of
hydrodynamic forces on the grid resolution for various problems
including fluid–structure interactions can be found in [59].

3.3. Mean velocity profiles

Profiles of the time-averaged axial velocity at three stream-
wise locations are shown in Fig. 6 for cases N3, OF3 and IBM3. The
locations were selected to match the ones where experimental
measurements have been reported by Kim & Durbin [27]. At
x/D = 0.2, that is shortly after separation, the velocity profiles
agree very well between the different codes. Agreement with
the experiment is also excellent. At x/D = 1.6, which is inside
the recirculation bubble in the near wake, the overall agreement
97
is good with the exception that mean profile predicted by OF3
shows that the shear layer is shifted slightly downwards. This
is consistent with the vorticity contours shown in Fig. 4, and is
most likely due to numerical dissipation. At x/D = 3.0, which is
at the end of the recirculation bubble, the differences are more
pronounced. While the profiles for the IBM solver and Nek5000
agree well, OF3 does not predict flow reversal near the centerline
due to the shorter recirculation bubble. The experimental results
also point to a shorter recirculation area compared to the one
predicted on N3 and IBM3. This is more clearly demonstrated
in Fig. 7, where the evolution of the streamwise velocity along
the centerline downstream of the sphere for N3, OF3 and IBM3
is shown. Here the difference between OpenFOAM and the other
two solvers is more pronounced. The length of the recirculation
bubble is challenging to predict in experiments and simulations
as it experiences a periodic shrinking and enlargement motion
known as a ‘‘bubble pumping’’, with a relatively low frequency.
The reported frequencies for a sphere at this Reynolds num-
ber are in the range of 0.01 − 0.02D/U∞ [24,31]. To capture
such low-frequency motions, the statistical sampling time needs
to enclose at least one or several bubble pumping cycles. The
statistical averaging time of 300D/U∞ employed in the current
study is sufficient for this purpose. It was verified that extending
the statistical averaging time to 900D/U∞ did not change the
results [31].

3.4. Velocity fluctuations

We next look at each code’s capabilities in predicting turbulent
quantities. Fig. 8 shows contours of the streamwise turbulent in-
tensities u′

xu
′
x and cross Reynolds stress u′

xu
′
r for the three solvers

at the highest grid resolution. The dashed lines in the left part
of the figure represent the location where profiles of u′

xu
′
x and

u′
xu

′
r are extracted and shown in Fig. 9. All solvers predict a

similar evolution of the near wake velocity fluctuations. Close
examination of the streamwise component, u′

xu
′
x, reveals that the

detached shear layer in OpenFOAM becomes unstable a little
closer to the sphere, while the magnitude of both u′

xu
′
x and u′

xu
′
r

is generally higher. This trend is confirmed in all profiles shown
in Fig. 9. Already at x = 1.6D the peak in both quantities is
over-predicted by OpenFOAM, while the maximum discrepancy
is seen at x = 2.5D, where the peaks are roughly double in
magnitude. This behavior is probably due to the early breakdown
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Fig. 6. Comparison of the average axial velocity U profiles among the codes at three different locations, (a) x = 0.2D (b) x = 1.6D and (c) x = 3.0D. Lines represent:
IBM; Nek5000; OpenFOAM; - - - diff. IBM-Nek5000; - - - diff. OpenFOAM-Nek5000; ◦ Yun et al. [25].
Fig. 7. Comparison of the average axial velocity U profiles among the codes along the centerline. Lines represent: IBM; Nek5000;
OpenFOAM; - - - diff. IBM-Nek5000; - - - diff. OpenFOAM-Nek5000.
Fig. 8. Contours of the streamwise turbulent intensity u′
xu

′
x on the left and turbulent Reynolds stresses u′

xu
′
r on the right. (a) u′

xu
′
x , OpenFOAM; (b) u′

xu
′
r , OpenFOAM;

c) u′
xu

′
x , Nek5000; (d) u′

xu
′
r , Nek5000; (e) u′

xu
′
x , IBM; (f) u′

xu
′
r , IBM; The vertical dashed line correspond to the location of the profiles in Fig. 9.
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f the shear layer and the shorter recirculation bubble. Overall
he predictions by Nek5000 and IBM are in good agreement, and
he finite-difference solver slightly under-predicts u′

xu
′
x.

.5. Cost-vs-accuracy

All Nek5000 simulations were conducted on the KNL nodes
f the Stampede-2 supercomputer at the Texas Advanced Com-
uting Center located at The University of Texas at Austin [60].
hey utilize Intel Xeon Phi 7250 CPUs with a clock rate of 1.4 GHz
nd 96 GB DDR4 plus 16 GB high-speed MCDRAM for RAM. For
he IBM and OpenFOAM computations we used the PEGASUS
PC cluster at the George Washington University consisting of
ual 20-Core 3.70 GHz Intel Xeon Gold 6148 processors with
6 GB of 2666MHz DDR4 ECC Register DRAM [61]. The specifics
or each computation on the corresponding high-performance
98
omputing (HPC) resource are given in Table 3. The runs for all
he solvers utilized different number of cores (<408 for Nek5000,
200 for OpenFoam, and <50 for IBM) and the corresponding
all-times (WT ) for the same temporal sample (300D/U∞ units)
ere 30.9 < WT < 40.8 for Nek5000, 36.7 < WT < 290 for
penFoam, and 2.3 < WT < 21.3 for IBM. A direct comparison
f the costs in Table 3 is not trivial given that the three solvers
tilize different methods for spatial and temporal discretization
s well as different parallelization strategies. In addition, differ-
nt HPC platforms were utilized for Nek5000 as compared to
penFOAM and IBM. Vermeire et al. [12], for example, introduced
cost metric referred to as resource utilization, which is the
roduct of the cost of the hardware being used for a simulation in
ollars and the amount of time that hardware has been utilized
n seconds, with units $ × sec. This metric effectively normalizes
he computational cost by the price of the hardware used. A more
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Fig. 9. Comparison of profiles of the streamwise turbulent intensity u′
xu

′
x and Reynolds stresses u′

xu
′
r . (a) u

′
xu

′
x , at x = 1.6D; (b) u′

xu
′
x , at x = 2.5D; (c) u′

xu
′
x , at x = 3.5D;

d) u′
xu

′
r at x = 1.6D; (e) u′

xu
′
r at x = 2.5D; (f) u′

xu
′
r at x = 3.5D. Lines represent: IBM; Nek5000; OpenFOAM; - - - diff. IBM-Nek5000; - -

diff. OpenFOAM-Nek5000.
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Table 3
Runtime data for each computation. Note that the number of timesteps and
wall-time are given for a typical computation where equations are advanced in
time for 300D/U∞ .
Run HPC resource # cores grid size # timesteps wall-time

[×106
] [×104

] [hours]

N1
Stampede2

136 2.8 15.0 30.9
N2 272 6.5 15.0 40.8
N3 408 9.8 15.0 40.7

OF1
Pegasus

40 3.7 6.0 36.7
OF2 80 13.4 8.5 248.0
OF3 200 29.7 12.0 290.0

IBM1
Pegasus

25 3.6 3.5 2.3
IBM2 25 10.3 5.2 10.2
IBM3 50 27.2 7.2 21.3

frequently used metric is the normalized CPU time utilized by
a particular computation on a specific HPC platform. Typically
the open-source tool TauBench [8] provides a work-unit on each
computer to non-dimensionalize the CPU time. Given that the
HPC architectures utilized in the computations in the present
work are similar we will use the latter to obtain comparable cost
estimates.

The results are reported in Table 4. To establish the work-unit
for each of the utilized HPC platforms we used TauBench, and
the resulting, work-unit, τ (in seconds), is listed in the second
column. There is a significant difference in the execution time
for the benchmark between Stampede2 and Pegasus since the
latter utilizes newer CPUs. The normalized, elapsed CPU time per
time step is indicated as t∗ = t/τ . Note that t was obtained by
averaging the elapsed CPU time (i.e., the actual wall time) over
the number of time-steps of each simulation. We did not perform
scalability tests for the solvers to determine the overall efficiency,
and the selection of degrees-of-freedom per core (#dof /core) was
based on published results and prior experience with the solvers.
In particular, Axtmann & Rist [62] include scaling results for the
same solver of OpenFOAM utilized in the present work and report
99
Table 4
Computational performances parameters. See text for details.

Run τ [s] #dof/processor
[×103

]

t∗ × Np
t∗ × Np

#dof
[×10−6

]

W

N1
101.44

20.6 1.0 0.36 0.14
N2 23.9 2.6 0.40 0.36
N3 24.0 3.9 0.40 0.54

OF1
14.76

92.5 5.96 1.61 0.33
OF2 167.5 56.4 4.21 4.47
OF3 148.5 117.9 3.97 13.10

IBM1
14.76

145 0.4 0.11 0.01
IBM2 410 1.2 0.11 0.06
IBM3 544 3.6 0.13 0.24

linear scaling when the #dof /core > 18, 500. We are well within
this range because in our simulations the #dof /core > 92, 000.
or the case of Nek5000, Rezaeiravesh et al. [63] report scaling
esults for a similar size problem that utilizes approximately
.5 × 106 dof , demonstrating linear scaling to more that 1000
ores. This agrees with our own scaling tests conducted on KNL
odes (not shown here) and is in the range of #dof /core for all
ek5000 computations in the present work. The in-house IBM
olver scales linearly for the reported #dof /core [52]. We should
lso note that all IBM simulations are conducted on a single node.
e can therefore assume that all solvers were used within a very

imilar parallel efficiency range. The total cost can be defined as
∗
×Np, where Np is the number of processors used for each run.
metric that is directly linked to the efficiency of each solver is

he normalized cost per timestep per dof (t∗ × Np/dof ), which
s also listed in Table 4. Based on this metric OpenFOAM is the
lowest among the three codes; it was, on average, slower by a
actor ≈30 with respect to the IBM code and ≈10× slower with
espect to Nek5000, in line with recent work [16]. As expected,
he IBM code (a structured finite-difference solver) is the fastest
ne: roughly 3 times faster than Nek5000, on average. This can
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e attributed to a superior efficiency of the Poisson solver for the
seudo-pressure implemented in the IBM code. The IBM pressure
oisson solver results in an epta-diagonal matrix which is first
ecomposed into a series of penta-diagonal systems of equations
sing trigonometric transformations along the periodic azimuthal
irection. These are directly inverted using a divide-and-concur
trategy [64]. We note that we did not attempt any optimization
f performance in Nek5000 simulations, where a baseline XXT
oarse grid pressure solver was used. Further optimization of
erformance of Nek5000 is possible, for example, with a newer
lgebraic multi-grid (AMG) solver [65,66], by replacing an over-
ntegration with spectral filtering [67] for stabilization, and with
N − PN formulations [68]. It is worth noting that the time step
ize is not involved in this comparison, which can be misleading
s all three solvers use different time steps. To account for such
ifferences we define the cost of each simulation as the CPU
ours required to compute one flow-through time (D/U∞). The
esulting Work Unit (W) is thus defined as:

=
t∗ × Np

3600
×

D/U∞

∆t
, (4)

where ∆t is the time step size. Even though the codes employ dif-
ferent time integration schemes, the time step was not drastically
different for the various runs, ∆t ≈ O(10−3).

The work unit W is shown in Fig. 10 for all nine compu-
tations versus the error on the integral parameters listed in
Table 2. Nek5000 rapidly converges towards negligible errors at
the medium grid resolution for all quantities. For the IBM solver
the errors are significant for the coarsest grid but also converge
rapidly as the grid is refined. For OpenFOAM, grid convergence is
not as rapid and some quantities such as the Strouhal number,
St and the length of the recirculation bubble, L/D, still have
errors of the order of 5% even on the finest grid. We did not
attempt further grid refinement for OpenFOAM given that the
unit-cost, W , for the finest grid is 13.1, which is already an order
of magnitude higher than the other two solvers, which are clearly
more efficient. The power metrics for Nek5000 could be further
improved by utilizing larger time steps. However, the sensitivity
of results to a temporal refinement was not performed in the
current study. Overall, if one sets the threshold of the error to
be ≤2%, the IBM solver delivers it at the lowest cost (W = 0.24).

We should note that grid generation costs, which can be an
important factor, are not included in the above cost-vs-accuracy
estimates. For OpenFOAM and Nek5000 similar O-grid meshes
were generated, using blockMesh and Ansys Icem respectively. The
actual computational time to generate the grid in both cases was
always below 1 CPU hour. Grid design, however, was found to
affect OpenFOAM much more that the other two solvers, espe-
cially in the region of the near wake, where the laminar boundary
layer detaches forming shear layers that consequently become
unstable. This led us to utilize O-grid type meshes for OpenFOAM,
rather then the fully unstructured grids with specific boundary
layer zones (generated using the utility snappyHexMesh), which
were found to be less robust. The latter requires additional input
from the user and the computational cost is in the range of 60 CPU
hours for producing grids with resolution equivalent to the finest
O-grid considered above. Note that it also takes several attempts
to fine-tune the grid properties, and as a result, the actual cost is
a multiple of the above.

4. Summary

We performed a comparative study of the cost-vs-accuracy
behavior of three radically different CFD approaches for the pro-
totypical case of the flow over a sphere at subcritical Reynolds
number, Re = 3700. Despite its relative simplicity, this problem
100
incorporates many complex flow features and can be considered
as a representative benchmark for the broad class of turbulent
flows with separation. Furthermore, it has proven to be highly
challenging for previous computational studies. Indeed, previous
DNS and LES studies provide a relatively large range of variation
for the results, suggesting that even bulk flow parameters are
highly sensitive to numerical errors.

Each solver was tested at three grid resolutions. The grid
design and overall dof used in each solver were very differ-
ent but compatible with each method. Attention was paid to
achieve comparable resolution in critical areas of the flow, such
as the thin laminar boundary layers on the upstream part of
the sphere and the detached shear layers in the near wake. All
solvers converged to similar results at the finest grid resolutions.
Nek5000 and IBM rapidly converged to errors of the order of 2%
while for OpenFOAM the Strouhal number and the length of the
recirculation bubble stagnated to around 5% even on the finest
grid. To facilitate a direct comparison in terms of computational
cost we established a work unit, W , that accounts for differences
in hardware using TauBench. Based on this metric, the IBM fulfills
the same accuracy requirements (i.e. 2%) with the lowest cost,
while OpenFOAM turns out to be the most expensive. We should
also note that we did not extend the comparison between the
different solvers to higher-order moments and/or spectra that
can be extracted from DNS of such flows, and for which there
were no experimental reference results available for this case.
Conservative, higher-order codes may have an advantage in such
comparisons, but one can also argue that higher-order moments
are not typically of interest in practical applications. This can be
the topic of a future study focusing on acoustics, for example, in
the context of cost-vs-accuracy comparisons.

Finally, caution should be taken in terms of generalizing the
reported findings. Based on the selected prototype benchmark,
our results suggest that high-order methods and second-order,
kinetic-energy-preserving approaches based on the IBM may be
both viable and efficient options for high-fidelity scale-resolving
simulations of turbulent separated flows, when compared to
standard finite-volume approaches. In complex flow scenarios,
however, the actual geometry and boundary conditions are of
course very important factors and may mitigate such differences
(i.e. sharp edged objects, highly three-dimensional flows), or fa-
vor one approach over another. For the class of flows represented
by the example we consider in this work, the main factor that can
tip the balance related to cost-vs-accuracy is the Reynolds num-
ber. This is because immersed boundary methods are typically
implemented within the framework of conservative, structured
Cartesian solvers, which lack control of the grid resolution in
areas of high velocity gradients such as boundary layers and shear
layers (see for example [59]). As we discussed extensively for the
case of the sphere (see Section 2), for example, the boundary layer
thickness grows by the established Re0.5 law. When generating an
O-type boundary conforming grid, it is sufficient to refine the grid
in one coordinate direction (normal to the sphere) and increase
the number of points in a boundary layer for high Reynolds
numbers. For an immersed boundary formulation however, re-
finement is required in all three coordinate directions to cluster
more points in the boundary layer, and the cost grows faster with
the Reynolds number when compared to boundary conforming
formulations. This limitation can be nonetheless mitigated by
the implementation of appropriate wall models. On the other
hand, the IBM has a significant and undoubted advantage in the
case of moving bodies and fluid–structure interaction problems,
especially when large motions/deformations are present. Even in
the case of fixed bodies, the cost (in terms of both human effort
and CPU time) needed to generate suitable body-conforming grids
can represent a significant bottleneck, especially in the context of
large parameter studies. This aspect was not taken into account in
the cost metric considered in the present work, and could further
tip the balance towards IBM-based approaches.
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Fig. 10. Cost (W) vs. accuracy (% error) comparison for all cases. Symbols indicate errors on: ◦ CD; □ St; ♢ L/D; △ θs . Nek5000; OpenFOAM;
IBM.
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